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About this document

This document tells you how to diagnose and report problems occurring in the
IBM® z/0S® TCP/IP. Additional information is provided for diagnosing problems
with selected applications that are part of z/OS Communications Server.

The information in this document includes descriptions of support for both IPv4
and IPv6 networking protocols. Unless explicitly noted, descriptions of IP protocol
support concern IPv4. IPv6 support is qualified within the text.

Use this document to perform the following tasks:
* Diagnose and solve problems in a z/OS Communications Server installation.

* Describe problems to the IBM Software Support Center and document the
problems appropriately.

This document refers to Communications Server data sets by their default SMP/E
distribution library name. Your installation might, however, have different names
for these data sets where allowed by SMP/E, your installation personnel, or
administration staff. For instance, this document refers to samples in SEZAINST
library as simply in SEZAINST. Your installation might choose a data set name of
SYS1.SEZAINST, CS390.SEZAINST or other high-level qualifiers for the data set
name.

Who should read this document

System programmers can use this document to diagnose problems with TCP/IP or
to diagnose problems with z/OS Communications Server components.

How this document is organized

lz/OS Communications Server: IP Diagnosis Guidd is divided into the following
parts:

[Part 1, “General diagnosis information,” on page 1| describes how to diagnose a
problem suspected to be caused by z/OS Communications Server, select diagnostic
tools, and apply diagnostic techniques.

[Part 2, “Traces and control blocks,” on page 45| describes selected procedures for
TCP/IP Services component trace, packet trace, Socket API trace, and the
subcommands (installation, entering, and execution).

[Part 3, “Diagnosing z/0S Communications Server components,” on page 315|gives
detailed diagnostic information for z/OS Communications Server components.

|Appendix A, “First Failure Support Technology (FFST),” on page 945/ and other
appendixes in part 4 provide extra information for this document.

How to use this document

To use this document, you should be familiar with z/OS TCP/IP Services and the
TCP/IP suite of protocols.
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This book contains various traces and code examples. In many cases, these
examples contain non-release specific information; they are included for illustrative
purposes. Actual examples and traces depend on your environment.

Determining whether a publication is current

As needed, IBM updates its publications with new and changed information. For a
given publication, updates to the hardcopy and associated BookManager® softcopy
are usually available at the same time. Sometimes, however, the updates to
hardcopy and softcopy are available at different times. The following information
describes how to determine if you are looking at the most current copy of a
publication:

¢ At the end of a publication's order number there is a dash followed by two
digits, often referred to as the dash level. A publication with a higher dash level
is more current than one with a lower dash level. For example, in the
publication order number GC28-1747-07, the dash level 07 means that the
publication is more current than previous levels, such as 05 or 04.

* If a hardcopy publication and a softcopy publication have the same dash level, it
is possible that the softcopy publication is more current than the hardcopy
publication. Check the dates shown in the Summary of Changes. The softcopy
publication might have a more recently dated Summary of Changes than the
hardcopy publication.

* To compare softcopy publications, you can check the last 2 characters of the
publication's file name (also called the book name). The higher the number, the
more recent the publication. Also, next to the publication titles in the CD-ROM
booklet and the readme files, there is an asterisk (*) that indicates whether a
publication is new or changed.

How to contact IBM service

For immediate assistance, visit this website: http://www.software.ibm.com /|
network /commserver /support/|

Most problems can be resolved at this website, where you can submit questions
and problem reports electronically, and access a variety of diagnosis information.

For telephone assistance in problem diagnosis and resolution (in the United States
or Puerto Rico), call the IBM Software Support Center anytime (1-800-IBM-SERV).
You will receive a return call within 8 business hours (Monday — Friday, 8:00 a.m.
—5:00 p.m., local customer time).

Outside the United States or Puerto Rico, contact your local IBM representative or
your authorized IBM supplier.

If you would like to provide feedback on this publication, see|“Communicating]
[your comments to IBM” on page 1057.|

Conventions and terminology that are used in this document

XXV1

Commands in this book that can be used in both TSO and z/0OS UNIX
environments use the following conventions:

* When describing how to use the command in a TSO environment, the command
is presented in uppercase (for example, NETSTAT).

* When describing how to use the command in a z/OS UNIX environment, the
command is presented in bold lowercase (for example, netstat).
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* When referring to the command in a general way in text, the command is
presented with an initial capital letter (for example, Netstat).

All the exit routines described in this document are installation-wide exit routines.
The installation-wide exit routines also called installation-wide exits, exit routines,
and exits throughout this document.

The TPF logon manager, although included with VTAM®, is an application
program; therefore, the logon manager is documented separately from VTAM.

Samples used in this book might not be updated for each release. Evaluate a
sample carefully before applying it to your system.

Note: In this information, you might see the term RDMA network interface card
(RNIC) that is used to refer to the IBM 10GbE RoCE Express feature.

For definitions of the terms and abbreviations that are used in this document, you
can view the latest IBM terminology at[the IBM Terminology website]

Clarification of notes

Information traditionally qualified as Notes is further qualified as follows:
Note Supplemental detail
Tip Ofters shortcuts or alternative ways of performing an action; a hint

Guideline
Customary way to perform a procedure

Rule Something you must do; limitations on your actions

Restriction
Indicates certain conditions are not supported; limitations on a product or
facility

Requirement
Dependencies, prerequisites

Result Indicates the outcome

How to read a syntax diagram

This syntax information applies to all commands and statements that do not have
their own syntax described elsewhere.

The syntax diagram shows you how to specify a command so that the operating
system can correctly interpret what you type. Read the syntax diagram from left to
right and from top to bottom, following the horizontal line (the main path).

Symbols and punctuation

The following symbols are used in syntax diagrams:

Symbol
Description
>> Marks the beginning of the command syntax.
> Indicates that the command syntax is continued.
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I Marks the beginning and end of a fragment or part of the command
syntax.

> Marks the end of the command syntax.

You must include all punctuation such as colons, semicolons, commas, quotation
marks, and minus signs that are shown in the syntax diagram.

Commands

Commands that can be used in both TSO and z/0OS UNIX environments use the
following conventions in syntax diagrams:

* When describing how to use the command in a TSO environment, the command
is presented in uppercase (for example, NETSTAT).

* When describing how to use the command in a z/OS UNIX environment, the
command is presented in bold lowercase (for example, netstat).

Parameters

The following types of parameters are used in syntax diagrams.

Required
Required parameters are displayed on the main path.

Optional
Optional parameters are displayed below the main path.

Default
Default parameters are displayed above the main path.

Parameters are classified as keywords or variables. For the TSO and MVS™ console
commands, the keywords are not case sensitive. You can code them in uppercase
or lowercase. If the keyword appears in the syntax diagram in both uppercase and
lowercase, the uppercase portion is the abbreviation for the keyword (for example,
OPERand).

For the z/OS UNIX commands, the keywords must be entered in the case
indicated in the syntax diagram.

Variables are italicized, appear in lowercase letters, and represent names or values
you supply. For example, a data set is a variable.

Syntax examples
In the following example, the PUt subcommand is a keyword. The required
variable parameter is local_file, and the optional variable parameter is foreign_file.

Replace the variable parameters with your own values.

»»—PUt—Ilocal_file

v
A

l—foreign_file—l
Longer than one line

If a diagram is longer than one line, the first line ends with a single arrowhead
and the second line begins with a single arrowhead.
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»—I The first Tine of a syntax diagram that is longer than one line |—>

>ﬂ The continuation of the subcommands, parameters, or both i »><

Required operands

Required operands and values appear on the main path line. You must code
required operands and values.

»>—REQUIRED_OPERAND ><

Optional values

Optional operands and values appear below the main path line. You do not have
to code optional operands and values.

A\
A

|—OPERAND—|

Selecting more than one operand

An arrow returning to the left above a group of operands or values means more
than one can be selected, or a single one can be repeated.

>

A\
A

REPEATABLE_OPER OR VALUE 1——

Y __REPEATABLE_OPERAND_OR VALUE_1
EREPEATABLE_OPERAND_OR_VALUE_Z—
REPEATABLE_OPER OR_VALUE 2——

Nonalphanumeric characters
If a diagram shows a character that is not alphanumeric (such as parentheses,
periods, commas, and equal signs), you must code the character as part of the

syntax. In this example, you must code OPERAND=(001,0.001).

»»>—QPERAND—=—(—001—,—0.001—) ><

Blank spaces in syntax diagrams

If a diagram shows a blank space, you must code the blank space as part of the
syntax. In this example, you must code OPERAND=(001 FIXED).

A\
A

»»—OPERAND—=— (—001— —FIXED—)
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Default operands

Default operands and values appear above the main path line. TCP/IP uses the
default if you omit the operand entirely.

DEFAULT
-] v
|—OPERANDJ

Variables

A word in all lowercase italics is a variable. Where you see a variable in the syntax,
you must replace it with one of its allowable names or values, as defined in the
text.

»»—variable >«

Syntax fragments

Some diagrams contain syntax fragments, which serve to break up diagrams that
are too long, too complex, or too repetitious. Syntax fragment names are in mixed
case and are shown in the diagram and in the heading of the fragment. The
fragment is placed below the main diagram.

»—-I Syntax fragment i ><

Syntax fragment:

|—1ST_OPERAND—,—2ND_OPERAND—,—3RD_OPERAND |

Prerequisite and related information

XXX

z/0OS Communications Server function is described in the z/OS Communications
Server library. Descriptions of those documents are listed in|“Bibliography” on|

page 1041 [in the back of this document.

Required information

Before using this product, you should be familiar with TCP/IP, VTAM, MVS, and
UNIX System Services.

z/0S V2R1.0 Communications Server: IP Diagnosis Guide



Softcopy information

Softcopy publications are available in the following collection.

Collection

Titles Order Description
Number
IBM System z® Redbooks SK3T-7876 The IBM Redbooks® publications selected for this CD series are

collection. The zSeries subject areas range from e-business

more information about the Redbooks publications, see
[http:/ / www-03.ibm.com /systems/z/0s/zos/ zfavorites /|

taken from the IBM Redbooks inventory of over 800 books. All the
Redbooks publications that are of interest to the zSeries® platform
professional are identified by their authors and are included in this

application development and enablement to hardware, networking,
Linux, solutions, security, parallel sysplex, and many others. For

Other documents

This information explains how z/OS references information in other documents.

When possible, this information uses cross-document links that go directly to the

topic in reference using shortened versions of the document title. For complete

titles and order numbers of the documents for all products that are part of z/OS,
see |z/0S Information Roadmap|(SA23-2299). The Roadmap describes what level of
documents are supplied with each release of z/OS Communications Server, and

also describes each z/OS publication.

To find the complete z/OS library, including the z/OS Information Center, see
fwww.ibm.com/systems/z/0s/zos /bkserv /

Relevant RFCs are listed in an appendix of the IP documents. Architectural
specifications for the SNA protocol are listed in an appendix of the SNA
documents.

The following table lists documents that might be helpful to readers.

Title Number

DNS and BIND, Fifth Edition, O'Reilly Media, 2006 ISBN 13: 978-0596100575
Routing in the Internet, Second Edition, Christian Huitema (Prentice Hall 1999) ISBN 13: 978-0130226471
sendmail, Fourth Edition, Bryan Costales, Claus Assmann, George Jansen, and ISBN 13: 978-0596510299
Gregory Shapiro, O'Reilly Media, 2007

SNA Formats GA27-3136

TCP/IP Illustrated, Volume 1: The Protocols, W. Richard Stevens, Addison-Wesley ISBN 13: 978-0201633467
Professional, 1994

TCP/IP Illustrated, Volume 2: The Implementation, Gary R. Wright and W. Richard ISBN 13: 978-0201633542

Stevens, Addison-Wesley Professional, 1995

TCP/IP Illustrated, Volume 3: TCP for Transactions, HTTP, NNTP, and the UNIX Domain | ISBN 13: 978-0201634952

Protocols, W. Richard Stevens, Addison-Wesley Professional, 1996

TCP/IP Tutorial and Technical Overview GG24-3376
Understanding LDAP 5G24-4986
|z/OS Cryptographic Services System SSL Programming] 5C24-5901
|z/OS IBM Tivoli Directory Server Administration and Use for z/OS SC23-6788

About this document
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[Customer's Guide and Reference]

Title Number
[z/0S JES?2 Initialization and Tuning Guide| SA32-0991
[z/OS Problem Management| SC23-6844
lz/OS MVS Diagnosis: Reference GA32-0904
[z/OS MVS Diagnosis: Tools and Service Aidg GA32-0905
|z/OS MVS Using the Subsystem Interface SA38-0679
|z/OS Program Directory] GI11-9848
|z/OS UNIX System Services Command Reference| SA23-2280
|z/OS UNIX System Services Planning] GA32-0884
|z/OS UNIX System Services Programming: Assembler Callable Services Reference| |SA23-2281
|z/OS UNIX System Services User's Guide SA23-2279
|z/OS XL C/C++ Runtime Library Reference S5C14-7314
[zEnterprise 196, System z10, System z9 and eServer zSeries OSA-Express| SA22-7935

Redbooks publications

The following Redbooks publications might help you as you implement z/OS

Communications Server.

Title Number
IBM z/OS V1R13 Communications Server TCP/IP Implementation, Volume 1: Base 5G24-7996
Functions, Connectivity, and Routing

IBM z/OS V1R13 Communications Server TCP/IP Implementation, Volume 2: Standard S5G24-7997
Applications

IBM z/OS V1R13 Communications Server TCP/IP Implementation, Volume 3: High 5G24-7998
Awailability, Scalability, and Performance

IBM z/OS V1R13 Communications Server TCP/IP Implementation, Volume 4: Security S5G24-7999
and Policy-Based Networking

IBM Communication Controller Migration Guide 5G24-6298
IP Network Design Guide 5G24-2580
Managing 05/390 TCP/IP with SNMP S5G24-5866
Migrating Subarea Networks to an IP Infrastructure Using Enterprise Extender S5G24-5957
SecureWay Communications Server for OS/390 V2R8 TCP/IP: Guide to Enhancements 5G24-5631
SNA and TCP/IP Integration 5G24-5291
TCP/IP in a Sysplex 5G24-5235
TCP/IP Tutorial and Technical Overview GG24-3376
Threadsafe Considerations for CICS 5G24-6351

Where to find related information on the Internet

z/OS

This site provides information about z/OS Communications Server release
availability, migration information, downloads, and links to information

about z/OS technology

http:/ /www.ibm.com /systems /z/0s/zos /|
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z/OS Internet Library

Use this site to view and download z/OS Communications Server
documentation

fwww.ibm.com /systems/z/os/zos/bkserv/|

IBM Communications Server product

The primary home page for information about z/OS Communications
Server

Ihttp: / / www.software.ibm.com /network /commserver /|

IBM Communications Server product support

Use this site to submit and track problems and search the z/OS
Communications Server knowledge base for Technotes, FAQs, white
papers, and other z/OS Communications Server information

http:/ /www.software.ibm.com /network /commserver /support/|

IBM Communications Server performance information

This site contains links to the most recent Communications Server
performance reports.

http:/ /www.ibm.com /support/docview.wss?uid=swg27005524|

IBM Systems Center publications

Use this site to view and order Redbooks publications, Redpapers, and
Technotes

http:/ /www.redbooks.ibm.com /|

IBM Systems Center flashes

Search the Technical Sales Library for Techdocs (including Flashes,
presentations, Technotes, FAQs, white papers, Customer Support Plans,
and Skills Transfer information)

http:/ /www.ibm.com /support/techdocs /atsmastr.nsf]

RFCs

Search for and view Request for Comments documents in this section of
the Internet Engineering Task Force website, with links to the RFC
repository and the IETF Working Groups web page

http:/ /www.ietf.org /rfc.html]|

Internet drafts

View Internet-Drafts, which are working documents of the Internet
Engineering Task Force (IETF) and other groups, in this section of the
Internet Engineering Task Force website

http:/ / www.ietf.org /ID.html|

Information about web addresses can also be found in information APAR 1111334.

Note: Any pointers in this publication to websites are provided for convenience
only and do not serve as an endorsement of these websites.

About this document ~ XXxxiii


http://www.ibm.com/systems/z/os/zos/bkserv/
http://www.software.ibm.com/network/commserver/
http://www.software.ibm.com/network/commserver/support/
http://www.ibm.com/support/docview.wss?uid=swg27005524
http://www.redbooks.ibm.com
http://www.ibm.com/support/techdocs
http://www.rfc-editor.org/rfc.html
http://www.ietf.org/ID.html

XXXiv

DNS websites

For more information about DNS, see the following USENET news groups and
mailing addresses:

USENET news groups
comp.protocols.dns.bind

BIND mailing lists
|https: / /lists.isc.org /mailman/ listinfo|

BIND Users
* Subscribe by sending mail to bind-users-request@isc.org.

* Submit questions or answers to this forum by sending mail to
bind-users@isc.org.
BIND 9 Users (This list might not be maintained indefinitely.)
* Subscribe by sending mail to bind9-users-request@isc.org.

* Submit questions or answers to this forum by sending mail to
bind9-users@isc.org.

The 2z/OS Basic Skills Information Center

The z/0OS Basic Skills Information Center is a web-based information resource
intended to help users learn the basic concepts of z/OS, the operating system that
runs most of the IBM mainframe computers in use today. The Information Center
is designed to introduce a new generation of Information Technology professionals
to basic concepts and help them prepare for a career as a z/OS professional, such
as a z/OS systems programmer.

Specifically, the z/OS Basic Skills Information Center is intended to achieve the
following objectives:

* Provide basic education and information about z/OS without charge
* Shorten the time it takes for people to become productive on the mainframe
* Make it easier for new people to learn z/OS

To access the z/OS Basic Skills Information Center, open your web browser to the
following website, which is available to all users (no login required):
http:/ /publib.boulder.ibm.com/infocenter /zos /basics /index.jsp|
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Summary of changes

This section describes the release enhancements that were made.
New in z/OS Version 2 Release 1

For specifics on the enhancements for z/OS Version 2, Release 1, see the following
publications:

* |z/0S Summary of Message and Interface Changes|
* |z/0S Introduction and Release Guide]

* |z/0S Planning for Installation|

* |z/0S Migration|
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Part 1. General diagnosis information
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Chapter 1. Overview of diagnosis procedure

To diagnose a problem that is suspected to be caused by z/OS Communications
Server, first identify the problem, then determine whether it is a problem with
TCP/IP. If the problem is related to TCP/IP, gather information about the problem
so that you can report the source of the problem to the IBM Software Support
Center. With this information, you can work with IBM Software Support Center
representatives to solve the problem.

Steps for diagnosing problems

These steps help you identify the source of a problem and obtain a solution.

About this task

[Figure 1 on page 4 summarizes the procedure to follow to diagnose a problem. The
steps that follow the figure provide more information about this procedure.
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Diagnosis
Procedure

Is
problem
with
TCP/IP?

Use information in
Chapter 3 to document
the problem.

Is
problem
resolved?

Go to the diagnosis
guide for the device
or application with
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Diagnosis task
is completed.

6] Report the problem
to the IBM
Support Center.

Does

IBM Support
Center supply
a solution?

IBM Support Center
creates an APAR.

A 4

9] Solution is developed
by the IBM
Support Center.
v
m
Apply the solution.

Figure 1. Overview of the diagnosis procedure

Procedure

Perform the following steps to diagnosis a problem:
1. Check sources for diagnostic information.

Various messages appearing in the console log or in the SYSPRINT or
SYSERROR data sets, together with alerts and diagnostic aids, provide
information that helps you to find the source of a problem. You should also
check syslogd output, and syslog daemon messages, and be prepared to
provide this information to_the IBM Software Support Center. If the problem
is with TCP/IP, go to Step @ otherwise, go to Step

2. Check appropriate books.

See the diagnosis guide of the hardware device or software application that
has the problem.

3. Gather information.
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10.

See [Chapter 2, “Selecting tools and service aids,” on page 7, for a detailed
explanation of diagnostic procedures and how to collect information relevant
to the problem.

Try to solve the problem.

If you cannot solve the problem, go to Step EI

The diagnosis task is completed.

The problem has been solved.

Report the problem to the IBM Software Support Center.

After you have gathered the information that describes the problem, report it
to the IBM Software Support Center. If you are an IBMLink user, you can
perform your own RETAIN® searches to help identify problems. Otherwise, a
representative uses your information to build keywords to search the RETAIN
database for a solution to the problem.

Alternatively, go to http:/ /www.ibm.com/software/network/commserver/
support/.

The object of this keyword search using RETAIN is to find a solution by
matching the problem with a previously reported problem. When IBM
develops a solution for a new problem, it is entered into RETAIN with a
description of the problem.

Work with IBM Support Center representatives.

If a keyword search matches a previously reported problem, its solution might
also correct this problem. If so, go to Step If a solution to the problem is

not found in the RETAIN database, the IBM Software Support Center
representatives continue to work with you to solve the problem. Go to Step

Create an APAR.

If the IBM Software Support Center does not find a solution, they create an
authorized program analysis report (APAR) in the RETAIN database.

A solution is developed by the IBM Software Support Center.

Using information supplied in the APAR, IBM Software Support Center
representatives determine the cause of the problem and develop a solution for
it.

Apply the solution.

Apply the corrective procedure supplied by the IBM Software Support Center
to correct the problem.

Results

Go to Step El to verify that the problem is corrected. You know that you are done
when the problem is corrected.

Chapter 1. Overview of diagnosis procedure 5
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Chapter 2. Selecting tools and service aids

This topic introduces the tools and service aids that z/OS Communications Server
provides for diagnosis. As used in this document, the term fools includes dumps
and traces, while the term service aids includes all other facilities provided for
diagnosis.

For example:
e SVC dump and system trace are tools.
* LOGREC data set and IPCS are service aids.

The following information is discussed in this topic:

“How do I know which tool or service aid to select?”|lists problem types and
matches them with the appropriate tool or service aid. Use this topic to select
the tool or service aid you need for a particular problem.

« [“Overview of available tools and service aids” on page 13| describes each tool
and service aid, including when to use it for diagnosis. Use this topic when you
need an overview of tools and service aids, or to find the appropriate time to
use a particular tool or service aid.

* [“Methods for submitting documentation” on page 19| describes how to send
documentation electronically to IBM using FTP or e-mail.

+ |[“Necessary documentation” on page 2(] lists the documentation you need to
gather before contacting the IBM Software Support Center.

How do | know which tool or service aid to select?

This topic describes the criteria for selecting a tool or service aid.

Your choice depends on one of the following problems or needs:

Problem or need See

Selecting a dump |“Selecting a dump” on page 8

Selecting a TCP/IP services component trace [“Selecting a trace” on page §

Selecting a service aid Table 1

The tables show the problem, the corresponding tool or service aid, and the topic
or document that covers it in more detail. Use these tables to find a tool or service
aid quickly.

Tip: The traces given in this document are only examples. Traces in your
environment can differ from these examples because of different options selected.

Table 1. Selecting a service aid

If the problem is... Then use this type of service aid

System or hardware problem: need a starting point for  |[LOGREC data set or EREP]

diagnosis or diagnosis requires an overview of system
and hardware events in chronological order. See |z/OS MVS Diagnosis: Tools and Service Aids|for

detailed information.
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Table 1. Selecting a service aid (continued)

If the problem is...

Then use this type of service aid

Information about the contents of load modules and
program objects or a problem with modules on the
system.

AMBLIST]

See [z/OS MVS Diagnosis: Tools and Service Aids|for
detailed information.

Diagnosis requires a trap to catch problem data while a
program is running. The DISPLAY TCPIP,STOR
command can be used to help set a SLIP trap.

Service Level Indication Processing (SLIP)

See [z/OS MVS System Commands|for detailed
information.

Diagnosis requires formatted output of problem data,
such as a dump or trace.

IPCS

See [z/0OS MVS IPCS User's Guide for detailed
information.

You can now perform the steps for the decision you have made.

Selecting a dump

Base your choice of dumps on the criteria given in

Table 2. Selecting a dump

If the problem is...

Then use this type of dump

Abnormal end of an authorized program or a problem
program.

ABEND dump

See ['Analyzing abends” on page 23|for detailed
information.

TCP/IP server or client address space stops processing
or is stopped by the operator because of slowdown or
looping condition.

SVC dump

The SVC dump is created using the DUMP command.

See [’ Analyzing loops” on page 24| for detailed
information.

You can now perform the steps for the decision you have made.

Selecting a trace

Base your choice of traces on the criteria given in

Table 3. Selecting a trace

If the problem is... command

Then use this type of trace or

Trace output location

Load balancing using the z/OS Load
Balancing Advisor

Log file

See [Chapter 7, “Diagnosing problemg

with the z/OS Load Balancing]

Advisor,” on page 317 for more

information.

syslogd
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Table 3. Selecting a trace (continued)

If the problem is...

Then use this type of trace or
command

Trace output location

Network connectivity

See [Chapter 4, “Diagnosing network|

Ping, Netstat ARP/-R

For information about Ping, see

|connectivity problems,” on page 27

“Using the Ping command” on page]

for detailed information.

&' For information about Netstat
ARP/-R, see ['Netstat ARP/-R” on|

lpage 42

Not applicable

Packet trace

See|Chapter 5, “TCP/IP services|
ltraces and IPCS support,” on page 47
for detailed information about packet
trace.

CTRACE managed data set

Dynamic VIPA or Sysplex Distributor

See [Chapter 11, “Diagnosing dynamic|
VIPA and sysplex problems,” on pagel
383| for detailed information.

Component Trace (SYSTCPIP) XCF
option

TCP/IP address space or external
writer

TCP/IP socket application

See [“Socket API traces” on page 76|
for detailed information.

Component Trace (SYSTCPIP)
SOCKAPI option

TCP/IP address space or external
writer

See ['LPD server traces” on page 431
for detailed information.

LPR client LPR command with the TRACE sysout
option

See ["LPR client traces” on page 425

for detailed information.

LPD server See[“LPD server traces” on page 431 | SYSPRINT

for ways to activate traces.

z/0OS UNIX FTP server

See [Chapter 14, “Diagnosing File|
[Transfer Protocol (FTP) problems,” on|
|Eage 443| for detailed information.

z/0OS UNIX FTP server trace

Server traces appear on the console if
syslogd is not started. If it is started,
traces appear in the file designated in
the syslog.conf file. See |z / O§|

Communications Server: IP|

Configuration Guide| for detailed

information about syslogd.

z/0S UNIX Telnet

See [Chapter 15, “Diagnosing z/09
|[UNIX Telnet daemon (otelnetd)|
[problems,” on page 501 for detailed
information.

z/0S UNIX Telnet traces

syslogd

TN3270E Telnet server

See [Chapter 16, “Diagnosing Telnet]
[problems,” on page 515[for detailed
information.

Telnet traces

Telnet address space or external
writer

SMTP

See ["'SMTP RESOLVER trace” on|
|Eage 544| for detailed information.

Resolver Trace

Job log output
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Table 3. Selecting a trace (continued)

If the problem is...

Then use this type of trace or
command

Trace output location

Popper

See [Chapter 18, “Diagnosing z/09
IUNIX sendmail and popper|
Iproblems,” on page 547| for detailed
information.

Popper Messages

syslogd

SNALINK LUO

See [Chapter 19, “Diagnosing]
SNALINK LUOQ problems,” on page
557 for detailed information.

IP Packet Trace

CTRACE managed data set

Debug Trace

SNALINK LUO address space

SNALINK LU6.2

See [Chapter 20, “Diagnosing]
SNALINK LU6.2 problems,” on page|
@lfor detailed information.

TRACE DETAIL ALL

SYSPRINT

IP Packet Trace

CTRACE managed data set

TCP/IP Internal Trace CTRACE
managed data set

CTRACE managed data set

VTAM Buffer Trace

GTF managed data set, see E / O§|

Communications Server: SNA|

Diagnosis Vol 1, Techniques and|

Procedures| for detailed information.

Dynamic domain name system
(DDNS)

Error messages

syslogd

Resolver Trace

Job log output

TCP/IP component trace

CTRACE managed data set

z/0S UNIX REXEC

See |Chapter 22, “Diagnosing z/O
[UNIX REXEC, RSH, REXECD, and]
RSHD problems,” on page 599/

z/0S UNIX REXEC debug trace

syslogd

z/0OS UNIX REXECD

See [Chapter 22, “Diagnosing z/O
[UNIX REXEC, RSH, REXECD, and]
RSHD problems,” on page 599

z/0S UNIX REXECD debug trace

syslogd

z/0S UNIX RSHD

See [Chapter 22, “Diagnosing z/O
[UNIX REXEC, RSH, REXECD, and
RSHD problems,” on page 599

z/0S UNIX RSHD debug trace

syslogd

X Window and Motif

See [Chapter 23, “Diagnosing X|
[Window System and Motif|
[problems,” on page 605 for detailed
information.

XWTRACE and XWTRACEC

(environment variables)

stderr
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Table 3. Selecting a trace (continued)

If the problem is...

Then use this type of trace or
command

Trace output location

SNMP

See [Chapter 24, “Diagnosing Simple|
INetwork Management Protocol|
[(SNMP) problems,” on page 609 for
detailed information.

Manager Traces

Console (snmp) or SYSPRINT
(NetView® SNMP)

* SNMP Agent Traces

* TCP/IP Subagent Traces

* OMPROUTE Subagent Traces

* Network SLAPM2 Subagent Traces
* TN3270E Telnet Subagent Traces

* TRAPFWD Traces

syslogd

Daemon (TRMD)

See [Chapter 27, “Diagnosing intrusion|
[detection problems,” on page 697 for
detailed information.

Policy Agent Log file See z/OS Communications Server: 1P|
[Configuration Guide| for detailed

See [Chapter 25, “Diagnosing Policy] information.

|Agent problems,” on page 657|for

detailed information.

RSVP Agent Log file See Jz/OS Communications Server: IP|
|Configuration Guide| for detailed

See [Chapter 26, “Diagnosing RSVP| information.

lagent problems,” on page 683|for

detailed information.

Traffic Regulator Management Log file syslogd

IKE daemon

See [Chapter 9, “Diagnosing IKF|
|[daemon problems,” on page 335,

Component trace

For detailed information about IKE
daemon component trace, see

“TCP/IP services component trace|

for the IKE daemon” on page 352

CTRACE managed data set

Log file

For detailed information about
obtaining IKE daemon debug log
information, see [“Obtaining syslog]

debug information for the IKE|

daemon” on page 351

syslogd

Network security services (NSS)
server

See [Chapter 10, “Diagnosing network|
[security services (NSS) servet|
[problems,” on page 357

Component trace

For detailed information about
network security services (NSS)
server component trace, seel”TCP / 115|

services component trace for the]

network security services (NSS)|

server” on page 377

CTRACE managed data set

Log file

For detailed information about
obtaining network security services
(NSS) server debug log information,
see [‘Obtaining syslog debug]

information for the network security|

service server” on page 367.]

syslogd

Chapter 2. Selecting tools and service aids
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Table 3. Selecting a trace (continued)

If the problem is...

Then use this type of trace or
command

Trace output location

OMPROUTE

See [Chapter 31, “Diagnosing|
[OMPROUTE problems,” on page 757

Component trace

For detailed information about
OMPROUTE Component Trace, see

“TCP/IP services component trace|

for OMPROUTE” on page 784

CTRACE managed data set

See [Chapter 33, “Diagnosing X.25|
[NPSI problems,” on page 815|for
detailed information.

OMPROUTE Trace stdout
For detailed information, see
“OMPROUTE traces and debug]
information” on page 772)
NCPROUTE NCPROUTE Traces SYSPRINT
See [Chapter 32, “Diagnosing]
INCPROUTE problems,” on page 791
for detailed information.
X.25 NPSI Server activity log SYSPRINT

IMS™

See [Chapter 34, “Diagnosing IMS|
|problems," on page 825|for detailed
information.

IP Packet Trace

CTRACE managed data set

TCP/IP Internal Trace

CTRACE managed data set

IMS Trace

For more information, see the IMS
information center at

http:/ /publib.boulder.ibm.com /|

infocenter/ imzid

CICS®

See [Chapter 36, “Diagnosing|

roblems with IP CICS sockets,” on|
age 853 for detailed information.

CICS external trace data set
(auxtrace)

For more information, see the CICS
information at |Ettp:/ / www:l

01.ibm.com /software /htp /cics/|

library/ |

TCP/IP Internal trace

CTRACE managed data set

Express Logon

See [Chapter 37, “Diagnosing|

roblems with Express Logon,” on|
age 859| for detailed information.

Log file

syslogd

Resolver

See [Chapter 38, “Diagnosing resolver|
[problems,” on page 863| for detailed
information.

Trace Resolver

SYSPRINT or stdout

Resolver Internal trace

CTRACE managed data set

You can now perform the steps for the decision you have made.

Selecting a service aid

Base your choice of service aid on the criteria given in[Table 1 on page 7
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Overview of available tools and service aids

This topic provides an overview of the tools and service aids in detail. The topics
that follow contain a brief description of each tool or service aid, reasons why you
would use it, and a reference to the topic or document that covers the tool or
service aid in detail. (Most of the detailed information about tools and service aids
is in this document.)

A description of tools and service aids are included in the following sections:

* Dumps, see |Table 4|

* Traces, see [Table 5 on page 14|

* First Failure Support Technology™, see [“First Failure Support Technology]
[(FEST)” on page 16|

* Display commands, see ['Display commands” on page 1§

* System service aids, see [Table 6 on page 18|

In the tables that follow, the dumps, traces, or service aids are listed by frequency
of use.

Tip: The traces given in this document are only examples. Traces in your
environment can differ from these examples because of different options selected.

Dumps

describes the types of available dumps.

Table 4. Description of dumps

Type of dump

Description

ABEND dumps

Use an ABEND dump when ending an authorized program or a problem
program because of an uncorrectable error. These dumps show:

* The virtual storage for the program requesting the dump.

* System data associated with the program.

The system can produce three types of ABEND dumps— SYSABEND,
SYSMDUMP, and SYSUDUMP. Each one dumps different areas. Select the
dump that gives the areas needed for diagnosing your problem. The
IBM-supplied defaults for each dump are:

* SYSABEND dumps. The largest of the ABEND dumps, containing a
summary dump for the failing program plus many other areas useful for
analyzing processing in the failing program.

* SYSMDUMP dumps. Contains a summary dump for the failing program,
plus some system data for the failing task. In most cases, SYSMDUMP
dumps are recommended, because they are the only ABEND dumps that
are formatted with IPCS.

* SYSUDUMP dumps. The smallest of the ABEND dumps, containing only
data and areas about the failing program.

See [z/OS MVS Diagnosis: Tools and Service Aids|for more information

about |éBEND|
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Table 4. Description of dumps (continued)

Type of dump

Description

SVC dumps

SVC dumps can be used in two different ways:

* Most commonly, a system component requests an SVC dump when an
unexpected system error occurs, but the system can continue processing.

* An authorized program or the operator can also request an SVC dump
when diagnostic data is needed to solve a problem.

SVC dumps contain a summary dump, control blocks, and other system
code, but the exact areas dumped depend on whether the dump was
requested by a macro, command, or SLIP trap. SVC dumps can be analyzed
using IPCS.

See [z/0OS MVS Diagnosis: Tools and Service Aids|for detailed information.

If a console dump or SLIP is requested:

* Capture the OMVS and (if applicable) affected application address spaces
as well as TCP/IP.

* SDATA specification should contain the RGN, TRT, PSA, SUM, CSA and
SQA keywords (at minimum).

FFST dumps

™

FFEST™ dumps fall into two categories: SDUMPs (full dumps) and FFST
minidumps (partial dumps). The type of dump produced depends on the
characteristics of the probe that produced it.

* FFST uses the operating system SDUMP macroinstruction to provide a
full dump of the address space where the problem occurred.

* If the SDUMP option has not been coded for the probe triggering the
dump, an FFST minidump is written to the output data set. The probe
output data for the TCP/IP minidumps are found in data sets that were
allocated when FFST was installed.

Stand-alone dumps

Use a stand-alone dump when:

* The system stops processing.

* The system enters a wait state with or without a wait state code.
* The system enters an instruction loop.

* The system is processing slowly.

These dumps show central storage and some paged-out virtual storage
occupied by the system or stand-alone dump program that failed.
Stand-alone dumps can be analyzed using IPCS.

See | Analyzing loops” on page 24| for detailed information.

Traces

describes the types of available traces.

Table 5. Description of traces

Type of trace

Description

Component trace

Use a component trace when you need trace data to report a client/server
component problem to the IBM Software Support Center. Component
tracing shows processing between the client and server.

See |Chapter 5, “TCP/IP services traces and IPCS support,” on page 47| for
detailed information.
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Table 5. Description of traces (continued)

Type of trace Description

Data trace Use a data trace to trace socket data (transforms) into and out of the
physical file structure (PFS).

See [‘Data trace (SYSTCPDA) for TCP/IP stacks” on page 14§ for detailed
information.

GTF trace Use a Generalized Trace Facility (GTF) trace to show system processing
through events occurring in the system over time. The installation controls
which events are traced.

Use GTF when you are familiar enough with the problem to pinpoint the
one or two events required to diagnose your system problem. GTF can be
run to an external data set.

See [z/0S MVS Diagnosis: Tools and Service Aids|for more information

about |£ ZTEI

Master trace Use the master trace to show the messages to and from the master console.
Master trace is useful because it provides a log of the most recently issued
messages. These can be more pertinent to your problem than the messages
accompanying the dump itself.

You can either accept a dump or write this trace to GTFE.

See [z/0S MVS Diagnosis: Tools and Service Aids|for detailed information.

OSAENTA trace Use an OSA-Express network traffic analysis trace to obtain traces of IP
packets flowing from and into TCP/IP on a z/OS Communications Server
host. The OSAENTA statement lets you copy IP packets as they enter or
leave OSA-Express adapter, and then examine the contents of the copied
packets.

While the packet trace collects data records that flow over the links, the
OSAENTA trace collects data records that flow from the network through
the OSA adapter.

See [Chapter 5, “TCP/IP services traces and IPCS support,” on page 47| for
detailed information.

Packet trace Use a packet trace to obtain traces of IP packets flowing from and into
TCP/IP on a z/OS Communications Server host. The PKTTRACE statement
lets you copy IP packets as they enter or leave TCP/IP, and then examine
the contents of the copied packets.

While the component trace function collects event data about TCP/IP
internal processing, packet trace collects data records that flow over the
links.

See [Chapter 5, “TCP/IP services traces and IPCS support,” on page 47| for
detailed information.

System trace Use system trace to see system processing through events occurring in the
system over time. System tracing is activated at initialization and, typically,
runs continuously. It records many system events, with minimal details
about each. The events traced are predetermined, except for branch tracing.

You can either take a dump or write this trace to GTFE.

See [z/0S MVS Diagnosis: Tools and Service Aids|for detailed information.
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Table 5. Description of traces (continued)

Type of trace

Description

VTAM trace

z/0OS Communications Server uses two VTAM components, CSM and MPC.
VTAM traces contain entries for many TCP/IP events, especially I/O, and
storage requests.

See [z/OS Communications Server: SNA Diagnosis Vol 2, FFST Dumps and|
|the VIT| for detailed information.

z/0S UNIX applications z/0S UNIX applications send debug and trace output to syslogd. For more

information about individual components, such as z/OS UNIX FIP or z/OS
UNIX SNMP, see those topics in this manual.

ITRACE initiated from TCPIP PROFILE processing

See the |z/OS Communications Server: IP Configuration Guide| for more
detailed information about syslogd.

First Failure Support Technology (FFST)

First Failure Support Technology (FFST) is a licensed program that captures
information about a potential problem when it occurs. See |[Appendix A, “First|
[Failure Support Technology (FFST),” on page 945 for descriptions of the various
FEST probes contained in TCP/IP.

When a problem is detected, a software probe is triggered by TCP/IP. FFST then
collects information about the problem and generates output to help solve the
problem. Based on the options active for the probe, you get a dump and a generic
alert. See [“Generic alert” on page 17| for information about generic alerts. You also
get the FFST “EPW” message group.

FFST dumps

Each TCP/IP Services FFST probe can trip up to five times in five minutes before it
is automatically turned off. Only one of the five dumps is produced, thereby
limiting the number of dumps that you get if a recurring problem triggers a probe.

You get either an SDUMP (full dump) or an FFST minidump (partial dump)
depending on the characteristics of the probe that is triggered.

FFST saves the TCP/IP minidump on a dynamically allocated sequential data set.
The TCP/IP Services FFST full dump (SDUMP) is saved on SYSLDUMPx data sets.
You must specify the volume serial number and the UNIT identification
information for this data set. Provide this information to FFST on a DD statement
in the FFST installation procedure or in the FFST startup command list installed at
system installation. A startup command list contains MVS commands to control
FFST.

SDUMP

The SDUMP option is coded in the probe; FFST uses the operating system SDUMP
macroinstruction to provide a full dump of the address space where the potential
problem occurred.

Formatting an SDUMP

Use the standard IPCS dump formatting and viewing facilities to access the dump.
If you use the EPWDMPEM clist to format a full dump, message EPW9561E, NOT A
VALID FFST DUMP is issued.
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FFST minidump

If the SDUMP option has not been coded for the probe triggering the dump, an
FFST minidump is written to the output data set. The probe output data for the
TCP/IP minidumps are found in the data sets that were allocated when FFST was
installed.

Formatting an FFST minidump

Use the dump formatting CLIST, EPWDMPEM, to format your TCP/IP Services
FFST minidump. EPWDMPEFM formats your minidump and writes it to a data set
you can view online or print using the IEBPTPCH utility program.

Generic alert
A software generic alert is built from the symptom record and routed to the
NetView program, if installed. The generic alert contains the following information:

¢ Date and time that the probe was triggered
¢ System name from the CVITSNAME field
* Product name (TCP)

* Component identifier and the release number of the product triggering the
probe

e Hardware identification information:

Machine type

Serial number
— Model number
— Plant code
* Dump data set and volume, if a dump was taken
* Probe statement
* Statement description

* Probe statement severity level

The symptom string
The primary symptom string contains the following data supplied by TCP/IP:

* PIDS/component IP. The TCP/IP component identifier.

* LVLS/level. The TCP/IP specification for the product level.
e PCSS/Probe ID. From the probe that was triggered.

* PCSS/FULL or MINL Type of dump taken.

* RIDS. Module name from the probe that was triggered.

FFST console

The following is a sample for a console listing for FFST. In this sample, the FFST
program console message group “EPW” shows information that a probe has been
triggered and that the data is being collected. The EPW0404I message contains the
primary symptom string for TCP/IP.

EPWO401T FFST390: EVENT DETECTED BY TCP FOR PROBEID EZBXFCO5

EPWO406I DUMP DATASET IS: SYSTEM DUMP DATA SET

EPWO402I PRIMARY SYMPTOM STRING FOR PROBEID EZBXFCO5 FOLLOWS:

EPWO404I PIDS/5655HALOO LVLS/50A PCSS/EZBXFCO5 PCSS/FULL

EPWO404I RIDS/EZBXFMSO
EPWO701I END OF MESSAGE GROUP
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Display commands

Display commands can be useful tools and service aids. This topic provides a brief
description of the DISPLAY TCPIP,STOR command. For detailed information
about this command, see |z/OS Communications Server: IP System Administrator's|

ommands

DISPLAY TCPIP,,STOR
Use the DISPLAY TCPIP,STOR command to display the location and level of a
TCP/IP stack module, which verifies that the load module has the appropriate

service level.

System service

aids

lists the service aids supported by z/OS Communications Server.

Table 6. Description of service aids

Type of service aid

Description

AMBLIST

Use AMBLIST when you need information about the contents of load
modules and program objects or you have a problem related to the modules
on your system. AMBLIST is a program that provides extensive data about
modules in the system, such as a listing of the load modules, map of the
CSECTs in a load module or program object, list of modifications in a
CSECT, map of modules in the LPA, and a map of the contents of the
DAT-on nucleus.

See [z/0S MVS Diagnosis: Tools and Service Aids|for more information

about |éMBLIS I I

Common storage tracking

Use common storage tracking to collect data about requests to obtain or free
storage in CSA, ECSA, SQA, and ESQA. This is useful to identify jobs or
address spaces using an excessive amount of common storage or ending
without freeing storage.

Use Resource Measurement Facility* (RMF¥) or the IPCS VERBEXIT
VSMDATA subcommand to display common storage tracking data.

* See[z/OS RMF User's Guidd for more information about RMF"".

* Seelz/OS MVS Initialization and Tuning Guidd for detailed information
about requesting common storage tracking.

* See the VSM topic in [z/OS MVS IPCS User's Guide| for information about
the IPCS VERBEXIT VSMDATA subcommand.

Dump suppression

Dump Suppression allows an installation to control dump analysis and
elimination (DAE) processing, which suppresses dumps that it considers
unnecessary because they duplicate previously taken dumps. DAE
suppresses ABEND dumps that would be written to a SYSMDUMP data set
(SYSMDUMPs), Transaction dumps (IEATDUMP), and SVC dumps, when
the symptom data of a dump duplicates the symptom data of a dump of the
same dump type previously taken. DAE uses the ADYSETxx parmlib
member to determine the actions DAE is to perform.

Tip: Consider the SUPPRESSALL statement in ADYSETxx, if dumps are to
be considered for suppression. Do this because the Communications Server
IP Recovery Routines do not always specify the VRADAE Key in the

SDWA ((system diagnostic work area) when requesting a dump.

See [z/OS MVS Initialization and Tuning Guide| for more information about
requesting dump suppression.
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Table 6. Description of service aids (continued)

Type of service aid

Description

IPCS

Use IPCS to format and analyze dumps, traces, and other data. IPCS
produces reports that can help in diagnosing a problem. Some dumps, such
as SNAP, SYSABEND, and SYSUDUMP ABEND dumps, are preformatted
and are not formatted using IPCS.

See |2/ OS MVS IPCS User's Guide| for detailed information.

LOGREC data set

Use the LOGREC data set as a starting point for problem determination.
The system records hardware errors, selected software errors, and selected
system conditions in the LOGREC data set. LOGREC information gives you
an idea of where to look for a problem, supplies symptom data about the
failure, and shows the order in which the errors occurred.

See z/OS MVS Diagnosis: Tools and Service Aids| for detailed information.

SLIP traps

Use serviceability level indication processing (SLIP) to set a trap to catch
problem data. SLIP can intercept program event recording (PER) or error
events. When an event that matches a trap occurs, SLIP performs the
problem determination action that you specify:

* Requesting or suppressing a dump
* Writing a trace or a LOGREC data set record
* Giving control to a recovery routine

* Putting the system in a wait state

See the SLIP command in|z/OS MVS System Commands for detailed
information.

Methods for submitting documentation

You can send documentation to IBM using the following methods:

 File Transfer Protocol (FTP)

* email

e TCP/IP active storage or the location and level of a TCP/IP stack module.

Tip: If you use FTP, compress all dumps and traces with the AMATERSE (MVS
terse) program, and send the data in BINARY mode.

Requirement: AMATERSE is a prerequisite for PUTDOC.

To obtain PUTDOC and detailed instructions on its use, go to

http:/ /www14.software.ibm.com/webapp /set2 /sas/f/zaids3/putdoc /|

putdoc.htm I

Using AMATERSE

AMATERSE is an application that prepares diagnostic materials, such as z/0OS
dumps and traces, for transmission to IBM and vendor sites. When the materials
arrive, AMATERSE also provides a means to create similar data sets to support
diagnosis of problems.

If you previously used the TRSMAIN utility, you will see that the following
changes were made to prepare AMATERSE for formal inclusion in z/OS:

¢ AMATERSE is used as the preferred application program name rather than
TRSMAIN. TRSMAIN is shipped as an alias entry point to AMATERSE.

Chapter 2. Selecting tools and service aids 19


http://www14.software.ibm.com/webapp/set2/sas/f/zaids3/putdoc/putdoc.html
http://www14.software.ibm.com/webapp/set2/sas/f/zaids3/putdoc/putdoc.html

* The ddnames INFILE and OUTFILE that were required by the TRSMAIN utility
are replaced by SYSUT1 and SYSUT2. When the TRSMAIN entry point of
AMATERSE is invoked, ddnames INFILE and OUTFILE remain as the defaults.

* AMATERSE is placed into MIGLIB, a library that is part of the link list. No
STEPLIB ddname is needed to invoke AMATERSE.

* You can use AMATERSE, the TRSMAIN utility, and VM terse interchangeably in
nearly all cases.

Starting AMATERSE
The following sample JCL can be used to start AMATERSE. Lower case text reflects
the data that you must alter.
//jobname JOB ...

//stepname EXEC PGM=AMATERSE,PARM=aaaaa

//SYSPRINT DD SYSOUT=+,DCB=(RECFM=FBA,LRECL=133,BLKSIZE=12901)

//SYSUT1 DD DISP=bbb,DSN=your.input.dataset.name

//SYSUT2 DD DISP=ccc,DCB=ddd,DSN=your.output.dataset.name

// SPACE=space_parameters

For more information about how to use AMATERSE and any restrictions on its
use, see [z/0S MVS Diagnosis: Tools and Service Aids

Using electronic transfer through email attachments

Smaller documents can be sent as attachments to an email message. This can
include cut and paste of user output or downloading of the file to a workstation
for inclusion. Displayable text can be downloaded by using ASCII transfer; all
others should be processed by the AMATERSE utility and transferred in BINARY.
Email systems have limits on how much data can be included, so FIP transfers
should be used for any significant amounts. (The IBM mail system limit is 10M.)

Necessary documentation

Before you call the IBM Support Center, have the following information available:

Customer number
The authorization code that allows you to use the IBM Support Center.
Your account name, your TCP/IP license number, and other customer
identification should also be available.

Problem number
The problem number previously assigned to the problem. If this is your
first call about the problem, the support center representative assigns a
number to the problem.

Operating system
The operating system that controls the execution of programs (such as
z/0S), include the release level.

Language Environment® runtime library
The release level of the link-edit runtime library is also needed if you are
compiling user-written applications written in C or C++.

Component ID
A number that is used to search the database for information specific to
TCP/IP. If you do not give this number to the support center
representative, the amount of time taken to find a solution to your problem
increases.
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Release number

A number that uniquely identifies each TCP/IP release.

lists the specific information that you should provide to the IBM Support

Center.

Table 7. TCP/IP component name and release level

Server V2R1

Component name and | System Field maintenance identifier/CLC
release level maintenance
program
z/0OS Communications |SMP/E The following identifiers are associated with

this stack:
* HIP6210 (Communications Server IP)

* JIP621K (Communications Server Security
Level 3)

e JIP621X (Communications Server X11R4
XWindows)

The following are component ID numbers for z/OS Communications Server:

Licensed IBM program

z/0OS

Component ID number

5650-Z0OS

A complex problem might require you to talk to several people when you report

your problem to the IBM Support Center. Therefore, you should keep all the
information that you have gathered readily available. You might want to keep the
items that are constantly required, such as the TCP/IP component ID, in a file for

€asy access.

Chapter 2. Selecting tools and service aids
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Chapter 3. Diagnosing abends, loops, and hangs

This topic contains information about abends, loops, and hangs, located in the
following subtopics:

* [“Analyzing abends’]

+ |“Analyzing loops” on page 24|

» [“Steps for analyzing hangs” on page 25|

Analyzing abends

An abend is an abnormal end.

describes the types of abends that can occur.
Table 8. Types of abends

Type of abend

Description

Where to find help

User Abends

User abends are generated by C
run-time routines. They usually
start with U409x.

See [z/0S Communications Server
[IP and SNA Coded

Platform abends

Abend 3C5 and abend 4C5 are
internal abends generated by
TCP/IP. Note the reason code
stored in register 15 and check the
IBM database for known
problems.

See z/0S Communications Server
[IP_and SNA Codeg

System abends

0C4, 0C1, and 878 are system
abends.

See [z/OS MVS System Codes|

0D6/0D4/0C4 abends can occur
when an application is removed
from VMCF/TNF with the F
VMCEF/TNF, REMOVE command,
or if VMCEF is not active when an
application or command, which
requires it is started or issued.

See [z/0S MVS System Codes|
Can occur when an application is
removed from VMCF/TNF with
the F VMCF/TNF, REMOVE
command. It can also occur when
an application or command,
which requires it is started or
issued. The following TCP/IP
applications and commands will
abend if VMCF is not active:

* SMTP and LPD servers

* TSO HOMETEST, LPQ, LPR,
LPRM, LPRSET, TELNET, and
TESTSITE commands

CEEDUMPs

Language Environment produces
certain types of abends detected
for z/OS UNIX applications such
as z/0OS UNIX Telnet. CEEDUMPs
are usually written to the current
working directory in the
hierarchical file structure.

See z/0OS Language Environment]
[Debugging Guid

A dump is usually produced when TCP/IP or a TCP/IP component address space
experiences an abend. If an abend occurs and no dump is taken, the dump files or
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spools might be full or a SYSMDUMP DD statement might not have been specified
in the failing procedure. If TCP/IP or a TCP/IP component was not able to
complete the dump, gather a console dump of TCP/IP or the failing TCP/IP
component, the external trace data set if available, and system log as soon as
possible. Otherwise, you must re-create the abend or wait for it to occur again.

For more information about debugging the abends and the system abends (for
example, abends 0C4, 0C1, and 878), see Iz /OS Problem Managementl

Analyzing loops

24

The following are some indicators of a loop:

* Slow response time

* No response at all

* Inordinately high processor utilization by TCP/IP

Steps for collecting documentation

If processing stops or TCP/IP does not respond to commands, TCP/IP might be in
a loop and you can collect documentation to help diagnose the problem.

Procedure

Perform the following steps to collect documentation:
1. Get dump output.
Enabled

Get an SVC dump of TCP/IP or the looping TCP/IP component by
issuing the DUMP command from the MVS system console, or press

the Program Restart key. See the z/OS MVS Diagnosis: Tools and|
for more information about the [DUMP command]|
Guidelines: Ensure that the following storage areas are dumped
because they might be needed to diagnose the TCP loop:

¢ TCP/IP and VTAM address spaces.
* SDATA options RGN, CSA, LSQA, NUC, PSA, and LPA.

* CSM data spaces. Add DSPNAME=(1.CSM*) to the DUMP command
to include both of them in the dump.

For examples of the DUMP command, see |Chapter 5, “TCP/IP services|
traces and IPCS support,” on page 47 and [Chapter 41, “Diagnosing]
storage abends and storage growth,” on page 931

Disabled
If the loop is disabled, the MVS system console is not available for
input. Try the following steps:

* Use a PSW RESTART to terminate a looping task. This process
creates a LOGREC entry with a completion code of X'071'". Use the
LOGREC record and the RTM work area to locate the failing module.
Depending on the PSW bit 32, the last 3 bytes (24-bit mode) or 4
bytes (31-bit mode) contain the address being executed at the time of
the dump. Scan the dump output to find the address given in the
PSW. For more information about using PSW RESTART, see |z/ Oa
Communications Server: SNA Diagnosis Vol 1, Techniques and|

Procedureg].
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2.

* Take a stand-alone dump. See [z/OS MVS Diagnosis: Tools and|

for information about stand-alone dumps}
Get the MVS system console log (SYSLOG), the job log from the started
procedure, and the LOGREC output.
The MVS system console log might contain information, such as error
messages, that can help you diagnose the problem. Also, print the LOGREC
file.
Use the LOGDATA option to print the in-core LOGREC buffers. See E /0OS MV§|
[Diagnosis: Tools and Service Aidg or|z/OS MVS IPCS Commands| for more
information about the LOGDATA option.

Tip: The SYSERROR data set might contain additional information to help you
diagnose the problem.

Determine whether there are any messages associated with the loop, such as a
particular message always preceding the problem, or the same message being
issued repeatedly. If so, add the message IDs to your problem documentation.
Examine the trace entries using IPCS.

By examining all of the trace entries in the system trace table, you might be
able to determine whether there is a loop. The most obvious loops would be a
module or modules getting continual control of the TCP/IP system.

Use the PSW to determine the names of the modules in the loop. See
[MVS IPCS User's Guidd for information about using IPCS.

In the output shown in the CLKC entries indicate an enabled loop.
The PSW addresses on the CLKCs identify the looping program. Use the
WHERE subcommand to locate the responsible program.

02-0029 008E7220  CLKC 078D2600 83A8192C 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A81934 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A81930 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A8192A 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A81930 00001004 00000000
02-0029 008E7220  CLKC 078D2600 83A81938 00001004 00000000

Figure 2. Example of output from the IPCS SYSTRACE command

Steps for analyzing hangs

Determine what is hung and what documentation to collect.

Procedure

Perform the following steps to analyze and collect documentation:

1.

Determine whether all TCP/IP processing stopped or only processing with
respect to a single device, or something in between. Also determine what, if
any, recovery action was taken by the operator or user at the time the hang was
encountered. Some information about the activity that immediately preceded
the hang might be available on the system log or in application program
transaction logs.

Determine whether TCP/IP responds to commands, such as Ping or Netstat
HOME/-h. If TCP/IP does not respond to these commands, take an SVC dump
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of TCP/IP address space and contact the IBM Software Support Center. If
TCP/IP does respond to the commands, it is not hung.

3. Determine whether a particular application (such as z/OS UNIX FIP or a
user-written application) is hung.

Take a dump of the OMVS address space, the TCP/IP address space, and the
application address space.
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Chapter 4. Diagnosing network connectivity problems

This topic describes the diagnosis process for network connectivity problems and
contains the following subtopics:

+ [“Communicating through the correct stack” on page 28|

» |“Steps for diagnosing problems connecting to a server” on page 28|

* |“Steps for verifying server operation” on page 29

+ |“Steps for verifying IP routing to a destination when not using policy-based|
routing” on page 31|

« |“Steps for diagnosing problems with IP routing to a destination when using]
policy-based routing” on page 33|

* |“Steps for verifying network access” on page 35|

+ |“Tools for diagnosing network connectivity problems” on page 36

* [“Documentation for the IBM Support Center” on page 43|

Overview

Interconnectivity between network hosts encompasses the physical layer or
hardware layer, the protocols such as TCP and IP, the IP security services, and the
applications that use the services of TCP and IP. To understand interconnectivity,
you should first understand internetworking. For detailed information about
internetworking, see [Appendix B, “Overview of internetworking,” on page 955.|

Isolating network problems is an essential step in successful implementation of a
network application. This topic introduces commands and techniques you can use
to diagnose network connectivity problems.

The following diagnostic commands are available for either the z/OS UNIX
environment or the TSO environment:

* Ping
* Netstat
e Traceroute

Netstat reports are also available from the console environment by invoking the
DISPLAY TCPIP,NETSTAT command. For complete descriptions of these
commands and examples of their output, see z/OS Communications Server: IP|
[System Administrator's Commands}

When referring to these commands and their options throughout this section, both
the TSO and z/OS UNIX shell command options are listed, separated by a slash.
For example, the recommendation to use Netstat to view the stack's HOME list of
IP addresses appears as "use Netstat HOME/-h."

MVS-style data sets are written in capital letters (for example, hlg. TCPIP.DATA).
Files names in the z/OS UNIX file system are written in lowercase (for example,
/etc/hosts).

[Table 9 on page 28|lists the name of the commands in each environment.
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Table 9. Diagnostic commands

UNIX command TSO command Refer to:

ping/oping PING “Using the Ping command”]
on page 36|

netstat/onetstat NETSTAT “Using the Netstat|

command” on page 41|

traceroute/otracert TRACERTE “Using the Traceroute]

command” on page 43|

Note: Do not use the resolver and domain name server functions, which translate
symbolic names to IP addresses, when diagnosing network problems. Use the host
IP address instead.

Communicating through the correct stack

If you are running multiple stacks, the first question to ask is whether the
application is communicating through the correct stack. To identify the stack an
application is using, you can look at the keyword TCPIPjobname in the
TCPIP.DATA file. An application can also select a stack using the SETIBMOPT
socket AP

You can use the Netstat parameter TCP/-p to specify the TCP/IP stack name for
which you want Netstat report output. This lets you determine the characteristics
of a particular stack.

Using the information provided by Netstat, you can change, if necessary, the
hlg.PROFILE.TCPIP data set or the application configuration file. Alternatively, the
application might need to communicate through another stack.

It is also helpful to understand the search order for configuration information used
by z/0OS Communications Server. See|z/OS Communications Server: TP
IConfiguration Reference| "Understanding search orders of configuration
information", for more information.

For more information about|running multiple stacks| see [z/OS Communications|
Server: IP Configuration Guidéd,.

Steps for diagnosing problems connecting to a server

28

Determine the source of the problem in connecting to a server.
Procedure

Perform the following steps:

1. Verify that TCP/IP is running correctly on your host. Use Ping loopback, then
Ping one of your home addresses. For information about the Ping command,
see [z/OS Communications Server: IP System Administrator's Commands|

2. Verify that the server application is operational. See [‘Steps for verifying server|
[operation” on page 29 for more information.

3. Verify IP routing to the server or the client. If you are not using policy-based
routing, see [“Steps for verifying IP routing to a destination when not using]
[policy-based routing” on page 31| for more information. Otherwise, see [“Steps|
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for diagnosing problems with IP routing to a destination when using
[policy-based routing” on page 33| for more information.

4. Use the DISPLAY TCPIP,, NETSTAT,ACCESS,NETWORK command to
determine whether network access has been configured on the TCP/IP stack.
See [z/0S Communications Server: IP System Administrator's Commands| for
more information about this command. If network access control is enabled,
then the server might not be permitted to send or receive data on a socket. See
[“Steps for verifying network access” on page 35|to determine whether network
access controls are impacting the server application.

5. Verify IP security protection for the server. If IP security is enabled, then IP

traffic to or from the server might not be permitted to flow. See
[diagnosing TP security problems” on page 732|to determine whether IP security
controls are impacting the server application.

Steps for verifying server operation

Determine whether the server is active and is using the correct port.

Before you begin

Identify the job name and port of the server to be verified.

About this task

[Figure 3 on page 30| shows the decisions involved for verifying server operation.
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Verify Server Operation
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Figure 3. Overview of verifying server operation

Procedure

Perform the following steps to verify server operation:
1. Ensure that the server is started. If not, start the server.

2. Use the Netstat SOCKETS/-s command to determine which port the server is
listening on, filtered on the application's job name (-E option for z/OS UNIX,
CLIENT keyword for TSO and Operator commands). For example

NETSTAT SOCKETS (CLIENT SMTP

If the server is not listening on the correct port, configure it correctly. For basic
information about the Netstat SOCKETS/-s command, see E / OS|
[Communications Server: IP System Administrator's Commands] for details. For
details on server configuration, see IZ /OS Communications Server: IP|
[Configuration Referencel

3. Ensure that there is a PORT statement in the TCP/IP profile data set, to reserve
the port for the server. If the server is started but not using the correct port,
then a PORT statement might be missing. See |z/OS Communications Server: IP|
[Configuration Referencd for more information about the PORT statement.

4. Use the Netstat SOCKETS/-s command to determine whether a different server
is using the port filtered on the port number (-p option for z/OS UNIX, PORT
keyword for TSO and Operator commands). Unless the SHAREPORT keyword
is specified on the PORT statement, only one server can be listening on a TCP
port. See [z/OS Communications Server: IP Configuration Reference| for more
information about the PORT statement.

30 2z/0S V2R1.0 Communications Server: IP Diagnosis Guide



5. Check the PORT statement for the server to determine whether the SAF
keyword has been specified. If so, then port access control is in effect for the
port. See |z/OS Communications Server: IP Configuration Guidd for more
information about [port access controll Ensure that the user ID associated with
the server is permitted to the security resource name represented by the SAF
keyword value. See the description of the PORT statement SAF keyword in the
[z/OS Communications Server: IP Configuration Reference|for information
about the security resource name. If the SAF keyword was not specified on the
PORT statement, and the server belongs to the z/OS Communications Server
product, see|z/OS Communications Server: IP Configuration Reference|for
configuration information that is specific to the server.

Steps for verifying IP routing to a destination when not using
policy-based routing

Verify a route to a particular destination IP address when you are not using
policy-based routing (PBR).

About this task

[Figure 4 on page 32| shows the decisions involved for verifying IP routing to a
destination.
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Figure 4. Overview of verifying IP routing to a destination

Procedure

Perform the following steps to verify IP routing to a destination:

1. Use the Ping command to determine whether there is connectivity to the
identified IP address. For information about the Ping command, see |[z/O
|Communications Server: IP System Administrator's Commands|.

2. If the Ping command fails immediately, there might not be a route to the
destination. Use the Netstat ROUTE/-r command to display routes to the
network. Verify whether TCP/IP has a route to the destination. For information
about the Netstat ROUTE/-r command, see |[z/OS Communications Server: IP|
[System Administrator's Commands]

If there is no route, proceed to step @ If a route exists, proceed to step @

3. If there is no route to the destination, problem resolution depends on whether
static or dynamic routing is being used. See |z/OS Communications Server: IP|
[Configuration Guide|for more information about static and dynamic routing.
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4. If a route exists, verify that the route is correct for the destination. If multipath

routing is in effect for the destination, use the Ping command to determine
whether there is connectivity to the IP address over any route. Invoke the
Netstat CONFIG/-f command and check the value in the output report field,
MultiPath, to determine whether multipath routing is in effect and what
multipath routing is active.

Determine whether there is a gateway identified for the route to the
destination. If there is no gateway, then the destination address is presumed to
be directly connected. In this case, proceed to step

If a gateway is identified for the route, use the Ping command to confirm
connectivity to the gateway. Do one of the following:

¢ If the gateway responds to a Ping, then there is a network problem at the
gateway or beyond. Use the Traceroute command with the final destination
address to determine at which hop in the route the failure is occurring. For
information about using the Traceroute command, see |z/OS Communications|
[Server: IP System Administrator's Commands}

¢ If the gateway does not respond to a Ping, proceed to step El

Determine which network interface is associated with the route to the
destination. If the network interface operation has not been verified for this
interface, verify it now. See [“Steps for verifying network interface operation” on|
for more information.

Use the DISPLAY TCPIP, NETSTAT,ACCESS, NETWORK command to see
whether network access control is enabled. If it is enabled, see
[verifying network access” on page 35| for more information.

Use the Netstat CONFIG/-f command to determine whether IP security is
enabled. If the output report field, IpSecurity, contains the value Yes, then IP
security is enabled. See [“Steps for verifying IP security and defensive filter]
[operation” on page 739 for information about how to verify that IP security is
correctly configured. If the problem still exists, see [“Documentation for the IBM|
[Support Center” on page 43|to determine what problem documentation you
need, and then call the IBM Support Center.

Steps for diagnosing problems with IP routing to a destination
when using policy-based routing

Verify a route to a particular destination IP address when you are using
policy-based routing (PBR).

Procedure

Perform the following steps to diagnose problems with IP routing to a destination
when you are using policy-based routing:

1.

While the application is active and attempting to connect to the destination, use
the Netstat ALL/-A report to determine the policy rule that is assigned to the
connection and the route table being used to perform a route lookup. For
information about the Netstat command, see [z/OS Communications Server: IP|
[System Administrator's Commands]

* If no policy rule is listed and the connection is not expected to use
policy-based routing, see|“Steps for verifying IP routing to a destination|
[when not using policy-based routing” on page 31

* Continue to the following step if one of the following is true:

— A policy rule is not listed and the connection is expected to use
policy-based routing
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— A policy rule is listed and the connection is not expected to use
policy-based routing

— A policy rule is listed, but it is not the expected policy rule
¢ Otherwise, continue with stepEl

For information about how to map a connection to the correct policy rule, see
the 'Policy-based routing' section in [z/OS Communications Server: IP|
[Configuration Guide]

Use pasearch to find the policy rule and the corresponding action. For
information about the pasearch command, see "Displaying policy-based
networking information" section of [z/OS Communications Server: IP System|
[Administrator's Commands| The policy action will list all_the possible route
tables that can be used for the connection. Perform steps E through@ on each of
the route tables listed in the action.

Use the Netstat ROUTE/-r PR command to display routes in the route table.
Verify whether TCP/IP has a route to the destination/network in the route
table. For information about the Netstat ROUTE/-r command, see |Z / oél
[Communications Server: IP System Administrator's Commands]

e If there is no route to the destination/network and no route is expected to be
found in the route table, repeat step El using the next route table in the policy
action.

 If there is no route to the destination/network and a route was expected in
the route table, see|z/OS Communications Server: IP Configuration Guide|
for information about setting up static and dynamic routing for policy-based
routing tables.

 If a route was found, verify that the route is marked active (has the U flag).
If the route is not active, see [z/OS Communications Server: IP Configuration|

for information about route states.

* If an active route is found, verify that the route table name matches the route
table name displayed on the Netstat ALL/-A report for the connection. If it
does not, continue to step El Otherwise, continue to step EI

Determine whether there is a gateway identified for the route to the
destination. If there is no gateway, then the destination address is presumed to
be directly connected. In this case, proceed to step Iﬂ If a gateway is identified
for the route, use the Ping command to confirm connectivity to the gateway.

* If the gateway responds to a Ping, then there is a network problem at the
gateway or beyond.

e If the gateway does not respond to a Ping, proceed to step EI

Determine which network interface is associated with the route to the
destination. If the network interface operation has not been verified for this
interface, verify it now. See [“Steps for verifying network interface operation” on|
for more information.

Use the DISPLAY TCPIP,NETSTAT,ACCESS, NETWORK command to
determine whether network access control is enabled. If it is enabled, see
[for verifying network access” on page 35| for more information.

Use the Netstat CONFIG/-f command to determine whether IP security is
enabled. If the output report field IpSecurity contains the value Yes, then IP
security is enabled. If it is enabled, see [‘Steps for verifying IP security and)
[defensive filter operation” on page 739|for information about how to verify that
IP security is correctly configured.

See [‘Documentation for the IBM Support Center” on page 43 to determine
what problem documentation you need, and then call the IBM Support Center.
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Steps for verifying network interface operation

Determine whether a particular network interface is ready.

About this task

shows the decisions involved for verifying network interface operation.

Verify Network Interface Operation

Identify Network Interface

Start
Interface

Interface
ready?

Check Console
for errors

Interface
ready?

Done

Done

Figure 5. Overview of verifying network interface operation

Procedure

Perform the following steps to verify network interface operation:

1. Use the Netstat DEVLINKS/-d command to check the interface status. If the
interface status is Ready, check the physical connectivity from the interface to
the network and check for configuration errors in the network. For example, if
you are using VLAN, verify that you have configured the proper VLAN IDs
throughout the network. If the interface status is not Ready, try to start the
interface by using the VARY TCPIP,,START command, and proceed to El

2. Use the Netstat DEVLINKS/-d command again to determine whether the
interface is ready after being started. If the interface is not ready, check the
system console for error messages issued from TCP/IP, VTAM, or 10S and
respond as suggested in the documentation for the messages that appear.

Steps for verifying network access

Determine whether access to a resource is controlled and whether the server or
client application can access the resource.

Before you begin

Identify the IP address, subnet, or prefix for which network access is to be verified.
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About this task

Figure 6[shows the decisions involved for verifying network access.
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Figure 6. Overview of verifying network access

Procedure

Perform the following steps to verify network access:

1. Invoke the DISPLAY TCPIP,NETSTAT, ACCESS,NETWORK ipaddress
command, specifying the IP address for which access is to be verified. If the
command output indicates that network access control is in effect for the IP
address, proceed to

2. Verify that the server or client application is permitted access to the IP resource.
See [Chapter 12, “Diagnosing access control problems,” on page 417] for more
information about verifying this access.

Tools for diagnosing network connectivity problems

36

This topic describes tools used to diagnose network connection problems.

Using the Ping command

The packet Internet groper (Ping) command sends an Internet Control Message
Protocol (ICMP/ICMPv6) Echo Request to a host, gateway, or router with the
expectation of receiving a reply. You can invoke the Ping function by using the
TSO PING command or the z/0OS UNIX shell ping or oping command.

For a complete description of the Ping command and examples of Ping output, see
the [z/0OS Communications Server: IP System Administrator's Commands]
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The Ping command does not use the ICMP/ICMPv6 header sequence number field
(icmp_seq or icmp6_seq) to correlate requests with ICMP/ICMPv6 Echo Replies.
Instead, it uses the ICMP/ICMPv6 header identifier field (icmp_id or icmp6_id)
plus an 8-byte TOD time stamp field to correlate requests with replies. The TOD
time stamp is the first 8-bytes of data after the ICMP/ICMPv6 header. When you
specify the Verbose/-v parameter, the ICMP/ICMPv6 header sequence numbers
sent in the ICMP/ICMPv6 echo requests are displayed in the verbose report of
detailed ICMP/ICMPv6 echo replies. Use these sequence numbers to detect the
out-of-order and lost packets, based on missing sequence numbers.

When the PMTU/-P parameter with a value of yes or ignore is specified on the
command, Ping will ensure that the outbound echo request packets are not
fragmented. As a result, ICMP/ICMPv6 error messages may be received by the
Ping command if the echo request packet is too large to be sent out by the stack or,
forwarded at some point in the network. In this case, the Ping command uses both
the ICMP/ICMPv6 header identifier and sequence number fields to correlate
requests with the error messages. For IPv6 Ping requests, the Ping command will
also use the 8-byte TOD time stamp returned in the ICMPv6 Packet Too Big error
message.

Ping can be used in the following ways:

Pinging loopback is used to verify the installation of TCP/IP in the z/OS
Communications Server environment.
The Ping loopback is an internal software test. The command examples
below use the IPv4 standard loopback address, 127.0.0.1, or the IPv6
standard loopback address, ::1. An IP packet is not sent to a physical
device.

ping 127.0.0.1

For IPv6
ping ::1
Ping a home address to verify the information from the Netstat HOME/-h
command.

This is an internal software test. An IP packet is not sent to a physical
device.

ping 9.67.113.58

Ping a host on a directly attached network to verify the following:

¢ If equal-cost multipath routes exist in the IP routing table for outbound
IP traffic to reach a remote host, use the Ping INTF/-i option to select a
routing interface with the attached equal-cost multipath route.
Alternatively, for routing interfaces associated with an IPv6 link-local
address, the name of the routing interface can be appended as scope
information to the IPv6 link-local address of the remote host. When
running multiple TCP/IP stacks on the same MVS image, specify the
TCP/-p parameter, along with the scope, to indicate the stack to which
the routing interface is configured. Whenever applicable, use either of
these options to test connectivity. For more information about using
scope, see the section on support for scope in |z /OS Communicationsl
[Server: IPv6 Network and Application Design Guide]

¢ The directly attached network is defined correctly.

* The device is properly connected to the network.

¢ The device is able to send and receive packets on the network.
* The remote host is able to receive and send packets.
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ping 9.67.43.101 (intf ethl
ping fe80::9:67:43:104%ethipv6l -p tcpipl

Ping a host on a remote network to verify the following:

* If equal-cost multipath routes exist in the IP routing table for outbound
IP traffic to reach the remote host, use the Ping INTF/-i option to select
a routing interface with the attached equal-cost multipath route.
Whenever applicable, use this option to test connectivity.

* The route to the remote network is defined correctly.

¢ The router is able to forward packets to the remote network.

* The remote host is able to send and receive packets on the network.
¢ The remote host has a route back to the local host.

ping -i ethl mvsl

Note: Ping commands to a remote host might fail if there is a firewall
between the two systems, even if the host is reachable using other
commands.

Display details of echo replies and obtain summary statistics

You can use the Ping command with the Verbose/-v parameter to obtain
detailed echo replies and summary statistics regarding the round-trip times
based on the response times in the received echo replies. The detailed echo
replies can be used to identify lost echo reply packets based on their
sequence numbers and to identify how many hops the echo requests have
traveled based on their values of time-to-live (TTL) or maximum number
of hops (hop limits). The Verbose/-v parameter provides the following
output information:

* Number of bytes for the ICMP data portion
* Echo reply details (for each echo reply received):
— from: echo reply sender's IP address
- seq: ICMP/ICMPv6 sequence number
— ttl: time-to-live for number of hops (if IPv4)
— hoplim: maximum hop limit (if IPv6)
— time: response time
* Ping statistics summary:
— Packets history:
- Sent: total number of echo requests sent
- Received: total number of echo replies received
- Lost: total number of packets lost plus percentage of packet loss
— Approximate round-trip times in milliseconds:
- Minimum: minimum value among all RTTs
- Maximum: maximum value among all RTTs
- Average: average RTT among all RTTs
- StdDev for standard deviation among all RTTs
ping mvsl (verbose ping -v mvsl

For examples of Ping verbose reports, see |Z /OS Communications Server: IP|
System Administrator's Commands|

Determine the path MTU size to a host:

Use the Ping PMTU/-P parameter with the values yes or ignore, to prevent
fragmentation of the outbound echo request packets and specify what type
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of path MTU discovery support you want. If the outbound packet needs to
be fragmented, Ping will display the host name and IP address of the host
where the fragmentation is needed.

yes Specifies that the outbound echo request packets will not be
fragmented at the local host or in the network, and that you want
to use the MTU value, determined by path MTU discovery for the
destination.

 If path MTU discovery is enabled and has already determined
an MTU value for the destination, and the length of the Ping
echo request packet is larger than this MTU size, then the local
TCP/IP stack will not send out the packet. In this case, Ping
displays one of the local stack's IP addresses as the address of
the host where fragmentation is needed, and the next-hop MTU
value displayed by Ping is the current path MTU value to the
destination. For Ping commands to IPv4 destinations, the Ping
command processing will not cause path MTU discovery
support to be triggered for the destination. For IPv4, only TCP
processing causes path MTU discovery support to be triggered

» If path MTU discovery is not enabled, or has not already
determined a path MTU value for the destination, and the Ping
echo request packet exceeds the configured route MTU selected
for this packet, then the local TCP/IP stack will not send out the
packet. In this case, Ping will display one of the local stack's IP
addresses as the address of the host where fragmentation is
needed, and the next-hop MTU value displayed by Ping is that
of the route selected for the Ping packet.

* If the Ping request fails because the echo request packet needs to
be fragmented at some point in the network, Ping will display
the IP address where fragmentation needs to occur and will
display the next-hop MTU value, if it was provided.

ignore Specifies that the outbound echo request packets will not be
fragmented at the local host or in the network, and that any MTU
values determined by path MTU discovery for the destination, will
be ignored.

* If path MTU discovery has determined an MTU value for the
destination, and the length of the Ping echo request packet is
larger than this MTU size, specifying a value of ignore causes
the TCP/IP stack to ignore the path MTU value and attempt to
send out the packet. As long as the echo request packet length
does not exceed the configured route MTU selected for this
packet, you can use the ignore value to determine where in the
network the original MTU problem occurred. In this case, Ping
displays the IP address where fragmentation needs to occur and
will display the path MTU value, if it was provided.

* If the Ping echo request packet exceeds the configured route
MTU selected for this packet, then the local TCP/IP stack will
not send out the packet. In this case, Ping displays one of the
local stack's IP addresses as the address of the host where
fragmentation is needed, and the next-hop MTU value displayed
by Ping is that of the route selected for the Ping packet.

MULTIPATH PERPACKET considerations:
When MULTIPATH PERPACKET is in effect, and equal-cost routes
are configured to the Ping destination host, the smallest MTU
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value of all the equal-cost routes is used as the largest packet size
which can be sent, even if some of the equal-cost routes could
support a larger packet size.

* Specify the NONAME/-n parameter to request that Ping only

display the IP address of the host, and not attempt to resolve the
IP address to a host name. This saves a name server
address-to-name lookup. If this host also returned the next-hop
MTU size, the size is also displayed.

Vary the length of the outbound packet to determine where the
packet needs to be fragmented. The Length/-1 parameter on the
Ping command, specifies the number of data bytes for the echo
request.

— For IPv4 destinations, the total length of the outbound echo

request packet includes the length of an IPv4 IP header (20
bytes), the length of an ICMP header (8 bytes), and the data
length specified by the Length/-1 parameter. Depending on
your TCP/IP stack configuration, the TCP/IP stack might add
additional IP header options to the IP header created by Ping,
before the echo request packet is sent, thereby increasing the
size of the packet.

For IPv6 destinations, the total length of the outbound echo
request packet includes the length of an IPv6 IP header (40
bytes), the length of an ICMPv6 header (8 bytes), and the data
length specified by the Length/-1 parameter. Depending on
your TCP/IP stack configuration, the TCP/IP stack might add
additional IPv6 extension headers to the packet created by
Ping, before the echo request packet is sent, thereby
increasing the size of the packet.

Correcting timeout problems
A Ping timeout message can occur for many reasons, and various techniques can
be used to identify whether the problem is the local z/OS server or a remote host

or router.

Base your actions on the possible reasons for a timeout, as shown in[Table 10

Table 10. Diagnosis of a timeout

If the problem is...

Then use these diagnostic techniques

the local network.

The device is not transmitting packets to

Use Netstat DEVLINKS/-d to collect
information to help you diagnose the
problem. (See [DEVLINKS/-d report option|in
7/OS Communications Server: IP System|
[Administrator's Commands})

The remote host is not receiving or
transmitting packets on the network.

Use Netstat ARP/-R to display the IPv4 entry
for the remote host. (See [the ARP/-R report
option|in [z/OS Communications Server: 1P|
System Administrator's Commands})

Use Netstat ND/-n to display the IPv6 entry
for the remote host. (See [the ND/-n report|
0pti0n| in lz /OS Communications Server: IP|
System Administrator's Commands})
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Table 10. Diagnosis of a timeout (continued)

If the problem is... Then use these diagnostic techniques
The remote host does not have a route Use Netstat ROUTE/-r on the remote host to
back to the local z/OS server. make sure that it has a route back. (See

ROUTE/-r report option|in [z/OS|
Communications Server: IP System|
[Administrator's Commandg)

An intermediate router or gateway is not | Use a packet trace. (See [Chapter 5, “TCP/ID|
correctly forwarding IP packets. services traces and IPCS support,” on page|
7]

The IP reassembly timeout value might be |See the TCP/IP Profile statements, IPCONFIG

set too low. and IPCONFIGS, in |z/OS Communications|
[Server: IP Configuration Reference|

Using the Netstat command

You can use the Netstat command to verify your TCP/IP configuration. The
information provided in the output from the Netstat command should be checked
against the values in your configuration data sets for the TCP/IP stack. See the
PROFILE DD statement in the TCP/IP started task procedure for the name of the
configuration data sets.

Netstat can be invoked by using the TSO NETSTAT command, the z/OS UNIX
shell netstat/onetstat command, or the console DISPLAY TCPIP, NETSTAT
command.

The following Netstat commands can be used to verify the state of those network
resources that affect connectivity:

* |"Netstat HOME/-h”|

* [“Netstat DEVLINKS /-d"]
¢ |“Netstat ROUTE/-r”
* ["Netstat ARP/-R” on pa&lﬁl
* [“Netstat ND/-n” on pagm

For a complete description of the Netstat command and examples of Netstat
output, see fz/0S Communications Server: IP System Administrator's Commands|

Netstat HOME/-h

Use the Netstat HOME/-h command to verify the IP addresses defined for a
TCP/IP stack, the names of the interfaces which are associated with the IP
addresses, and the status of the IPv6 IP addresses. If any of the displayed
information appears incorrect, check the HOME and INTERFACE statements in the
PROFILE.TCPIP data set.

Netstat DEVLINKS/-d

Use the Netstat DEVLINKS/-d command to display the status and associated
configuration values for a device and its defined interfaces, as coded in the
PROFILE.TCPIP data set.

Netstat ROUTE/-r

The Netstat ROUTE/-r command displays the current routing tables for TCP/IP.
To establish connectivity to a remote host, the remote host must also have a route
back to the z/OS Communications Server.
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The Netstat ROUTE/-r RSTAT command displays all of the static routes that are
defined as replaceable.

The Netstat ROUTE/-r RADV command displays all of the IPv6 routes added
based on information received in router advertisement messages.

The Netstat ROUTE/-r PR command displays all of the routes available in
policy-based routing tables.

If there are any errors in the policy-based routing tables, check policy agent startup

and configuration files for probable errors.

* Ensure that no error messages were generated during processing of either the
initial profile or any subsequent VARY TCPIP,, OBEYFILE commands. (For
information about the VARY TCPIP,OBEYFILE command, see E / O§|
[Communications Server: IP System Administrator's Commands])

¢ Check the PROFILE.TCPIP data set for the following:

— Ensure that the HOME and INTERFACE statements have been coded
correctly.

— If static routing is provided using the BEGINROUTES or GATEWAY
statement, ensure that each route in the statement correlates to a valid
interface name.

— If static routing is provided using the BEGINROUTES or GATEWAY
statement, ensure that there are routes in the statement that correlate to the
appropriate network and host addresses available on the network.

Netstat ARP/-R

Use the command Netstat ARP/-R to query the ARP cache for a given address.
Use Netstat ARP/-R ALL to query an entire ARP cache table. Ensure Netstat
ARP/-R displays an ARP entry for the remote hosts.

The ARP entry for the host on a remote network contains the IP address and the
MAC address for the router.

To ensure the host has a route back to the z/OS Communications Server, review
the routing tables on the remote host. The route back can be a host route or
network route. Intermediate routers must also be configured correctly.

Netstat ND/-n
Use Netstat ND/-n to display the Neighbor Discovery entries.

Using the DISPLAY TCPIP,,OSAINFO command

You can use the DISPLAY TCPIP,,OSAINFO command to retrieve information for
an active IPAQENET /IPAQENETG6 interface or link directly from an OSA-Express
feature. The report includes information about the OSA-Express feature and about
the interface or link. Registered unicast and multicast addresses are displayed as
are routing variables for QDIO inbound workload queueing. Some of these values
can be compared to the Netstat DEvlinks/-d report to ensure z/OS
Communications Server and the OSA-Express are using the same information.

For a complete description of the command and examples of the command output,
see DISPLAY TCPIP,OSAINFO in [z/OS Communications Server: IP System|
|Administrator's Commands|
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Using the Traceroute command

Traceroute displays the route that a packet takes to reach the requested target.
Traceroute starts at the first router and uses a series of UDP probe packets with
increasing IP time-to-live (TTL) or hop count values to determine the sequence of
routers that must be traversed to reach the target host. The Traceroute function can
be invoked by either the TSO TRACERTE command or the z/OS UNIX shell
traceroute/otracert command.

The packetSize option lets you increase the IP packet size to see how size affects
the route that the Traceroute packet takes. It also shows the point of failure if a
destination address cannot be reached.

If equal-cost multipath routes exist in the IP routing table for outbound IP traffic to
reach a remote host, use the Traceroute SRCIP/-s option or the INTF/-i option to
select a home IP address (for example, VIPA) for the source IP address and a
routing interface with the attached equal-cost multipath route. Alternatively, for
routing interfaces associated with an IPv6 link-local address, you can append the
name of the routing interface as scope information to the IPv6 link-local address of
the remote host. When running multiple TCP/IP stacks on the same MVS image,
specify the TCP/-a parameter, with the scope, to indicate the stack to which the
routing interface is configured. Whenever applicable, use one of these options to
test connectivity. For more information about using scope, see the information
about support for scope in [z/0OS Communications Server: IPv6 Network and|
[Application Design Guide}

For the complete syntax of the TSO TRACERTE and z/0OS UNIX
traceroute/otracert command and examples of command output, see the
[Communications Server: IP System Administrator's Commands|

Using SNMP remote Ping command

Use the SNMP remote Ping command to determine the response time between two
remote hosts. For example, from Host A, you can determine the response time
(Ping) between Hosts B and C, assuming the SNMP agent and TCP/IP subagent
are running on Host B. See the |z/OS Communications Server: IP System|
[Administrator's Commands}

Documentation for the IBM Support Center

In most cases, persistent error conditions indicate an installation or configuration
problem. Contact the local IBM branch office for installation assistance.

If a software defect is suspected, collect the following information before contacting
the IBM Support Center:

e PROFILE.TCPIP
* TCPIP.DATA

* Output from Netstat commands. If using policy-based routing, collect Netstat
ROUTE/-r output for all possible route tables involved in the failed routing.

¢ Output from Ping traces
* If using policy-based routing, output from pasearch commands
* Network diagram or layout

» Error messages received. See [z/OS Communications Server: IP Messages Volume
4 (EZZ, SNM)|for information about messages.
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« Component traces, see [Chapter 5, “TCP/IP services traces and IPCS support,” on|

¢ If using dynamic routing protocols for IP route table management, see the
following information:

— [Chapter 31, “Diagnosing OMPROUTE problems,” on page 757
— [Chapter 32, “Diagnosing NCPROUTE problems,” on page 791|
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Part 2. Traces and control blocks

© Copyright IBM Corp. 2000, 2013

45



46 z/0S V2R1.0 Communications Server: IP Diagnosis Guide



Chapter 5. TCP/IP services traces and IPCS support

This topic describes selected procedures for TCP/IP Services component trace,
packet trace, and Socket API trace. The following subtopics are included:

“Component trace”|

“Event trace (SYSTCPIP) for TCP/IP stacks and Telnet” on page 60|
“Packet trace (SYSTCPDA) for TCP/IP stacks” on page 95

“Data trace (SYSTCPDA) for TCP/IP stacks” on page 14§
“Intrusion Detection Services trace (SYSTCPIS)” on page 151]
"OSAENTA trace (SYSTCPOT)” on page 168
“Network security services (NSS) server trace (SYSTCPNS)” on page 172|
“Defense Manager daemon (DMD) trace (SYSTCPDM)” on page 172|
[“OMPROUTE trace (SYSTCPRT)” on page 172|

['RESOLVER trace (SYSTCPRE)” on page 172|

[“Configuration profile trace” on page 173

The TN3270E Telnet server uses a subset of the TCP/IP Services component trace.
Specify the started procedure name of Telnet instead of TCP/IP to control
component tracing in the Telnet address space.

Component trace

You typically use component trace when recreating a problem.

Component trace performs the following functions:

Captures trace requests.
Adds trace records to an internal buffer.
Writes the internal buffer to an external writer, if requested.

Formats the trace records using the Interactive Problem Control System (IPCS)
subcommand CTRACE.

Provides a descriptor at the beginning of a trace record that specifies the address
and length of each data area. Each data area in the trace record is dumped
separately.

Provides an optional identifier for the connection (UDP, TCP, and so on) as part
of each record.

Tip: Trace data can contain user IDs, passwords, and other sensitive information.
The trace data files should be protected to prevent disclosure. As an example,
packet trace of the FTP port 21 used to control FTP sessions contains user IDs and
passwords in the CLEAR. However, a customer can use Secure Socket Layer for
FTP and for TELNET. The Packet Trace (V TCPIP, PKTTRACE) command can be
RACF® protected.

For detailed information, see the following information:

2/0OS MVS Diagnosis: Tools and Service Aids|for information about

trace procedures|

z/OS MVS Initialization and Tuning Reference| for information about the

component trace SYSI.PARMLIB member.
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* |z/OS MVS System Commandsg for information about commands.

* [z/OS MVS Programming: Authorized Assembler Services Guide| for procedures
and return codes for component trace macros.

¢ [z/0OS MVS IPCS Commandsg for information about IPCS commands.
2/OS MVS IPCS User's Guide| for information about using IPCS.

Modifying options with the TRACE CT command

After initialization, you must use the TRACE CT command to change the
component trace options. Modifying options with the TRACE CT command can be
done with or without the PARMLIB member. The component trace buffer size can
be changed for the SYSTCPDA, SYSTCPIP, SYSTCPIS, and SYSTCPOT components.

Modifying with the PARMLIB member

Because TCP/IP, OMPROUTE, RESOLVER, IKE daemon, NSS server, DMD, and
the trace command are accessing the PARMLIB data sets, they need to be
authorized for read access to these data sets by RACF or another security product.

To change component trace options using a PARMLIB member, create a
SYS1.PARMLIB member and specify the component member on the PARM=
keyword of the TRACE CT command.

Use the following syntax:

TRACE CT,ON,COMP=component_name ,SUB=(procedure_jobname)
,PARM=parmlib_member

Following are descriptions of the parameters:

comp
Indicates the component name:

SYSTCPDA
TCP/IP packet trace. There is no parmlib member. Options are

specified by the VARY TCPIP, PKTTRACE command (see
(SYSTCPDA) for TCP/IP stacks” on page 95).

SYSTCPDM

Defense Manager daemon, parmlib = CTIDMDOO (see |”TCP/ II5|
Services component trace for the Defense Manager daemon” on paged
729
SYSTCPIK

IKE daemon, parmlib = CTIIKEQO (see [“TCP/IP services component]
ftrace for the IKE daemon” on page 352).

SYSTCPIP
TCP/IP event trace, parmlib = CTIEZBxx, where xx is any 2
alphanumeric characters (see [“Event trace (SYSTCPIP) for TCP/ IP|
stacks and Telnet” on page 60).

SYSTCPIS
TCP/IP intrusion detection service, parmlib = CTIIDSxx (see
[Detection Services trace (SYSTCPIS)” on page 151).

SYSTCPNS

Network security services server, parmlib = CTINSS00 (see |”TCP/ IP|
services component trace for the network security services (NSS)|
server” on page 377).
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SYSTCPOT
TCPIP OSA-Express Network Traffic Analyzer (OSAENTA) trace.
TCP/IP event trace, parmlib = CTINTAOQO, (see ["OSAENTA trace|
[(SYSTCPOT)” on page 168). An alternate CTINTAO0 member cannot be
specified on the EXEC statement of the TCPIP procedure. CTINTAQ0
will always be used when starting TCPIP. Only an alternate buffer size
or external writer procedure can be specified. All options are provided
by the OSAENTA command.

SYSTCPRE
Resolver, parmlib = CTIRESxx (see [Chapter 38, “Diagnosing resolver]
[problems,” on page 863).

SYSTCPRT
OMPROUTE, parmlib = CTIORA00 (see[*TCP/IP services component|
[trace for OMPROUTE” on page 784).

Tip: An optional suffix, CTIORAXX, is also available.

SUB
Indicates the started procedure name for TCP/IP, the OMPROUTE application,
the RESOLVER, the IKE daemon started task name, the network security
services (NSS) server started task name, the Defense Manager daemon (DMD)
started task name, or the Telnet started task name for which the trace is run. If
you use the S procname,jobname method to start TCP/IP, OMPROUTE, IKE
daemon, network security services (NSS) server, DMD, or Telnet, you must
specify the same value for the SUB parameter that is specified for the jobname
value. There can be as many as eight TCP/IP sessions and eight Telnet sessions
active in one system.

Restrictions:

¢ Only one OMPROUTE application can be active on each TCP/IP stack.

* Only one RESOLVER application can be active with each operating system.

* Only one IKE daemon application can be active with each operating system.

* Only one network security services (NSS) server application can be active
with each operating system.

* Only one Defense Manager daemon (DMD) application can be active with
each operating system.

PARM
Identifies the PARMLIB member that contains the trace options (see .
All options can be respecified. However, the buffer size cannot be changed if
OMPROUTE, the IKE daemon, the NSS server, the DMD, or the RESOLVER
are running. If a different size is required, you must stop OMPROUTE, IKE
daemon, network security services server, DMD, or the RESOLVER, and then
restart it after modifying the PARMLIB member.

If the incorrect parmlib member is specified, one of the following messages might
be issued:

* An incorrect CTIEZBxx member is specified on the TRACE CT,ON command:

TEE5381 CTIEZBxx MEMBER NOT FOUND IN SYS1.PARMLIB
ITTO10I COMPONENT TRACE PROCESSING FAILED FOR PARMLIB MEMBER=CTIEZBxx:
PARMLIB MEMBER NOT FOUND.

* An incorrect CTIEZBxx member is specified on the CTRACE() keyword of the
EXEC statement of the TCP/IP started procedure:

IEE538I CTIEZBxx MEMBER NOT FOUND IN SYS1.PARMLIB
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* An incorrect CTIORAxx member is specified on the TRACE CT,ON command:

IEE5381 CTIORAxx MEMBER NOT FOUND in SYS1.PARMLIB
ITTO1011 COMPONENT TRACE PROCESSING FAILED FOR PARMLIB MEMBER=CTIORAXxx:
PARMLIB MEMBER NOT FOUND

* An incorrect CTINTAOO member is specified on the TRACE CT,ON command:

TEE5381 CTINTAOGO MEMBER NOT FOUND in SYS1.PARMLIB
ITTO01011 COMPONENT TRACE PROCESSING FAILED FOR PARMLIB MEMBER=CTINTAQO:
PARMLIB MEMBER NOT FOUND

Modifying without the PARMLIB member

To change component trace options without using a PARMLIB member, issue the
TRACE CT command without the PARM= parameter and specify the options on
the reply. Though the SYSTCPDA component for packet or data trace does not
have a parmlib member, SYSTCPDA can be used on the trace command without
the PARMLIB member.

Use the following syntax:
TRACE CT,ON,COMP=component_name ,SUB=(procedure_jobname)

After issuing the TRACE CT command, you are prompted to specify the trace
options. Respond using the following syntax:

Reply nn

[,ASID=(asid-list)]
[,JOBNAME=(jobname-1list)]
[,OPTIONS=(name[name]...)]
[,WTR={membername |DISCONNECT}]
[,CONT|END]

Restriction: ASID and JOBNAME are not valid for OMPROUTE.

Reply nn
Specifies the identification number (in the range 0-9999) in the prompting
message. For example, if the response is

06 ITTO66A SPECIFY OPERAND(S) FOR TRACE CT COMMAND

You might reply
r 06,WTR=PTTCP,END

ASID
The ASID (address space identifiers) of the client whose TCP/IP requests are to
be traced.

JOBNAME
The job name of the client whose TCP/IP requests are to be traced. The job
name might be:
* The job name associated with a client application.

e The SNA LU associated with a TELNET session.

Restriction: Do not use the JOBNAME parameter with the TELNET
CTRACE option.

e The FTP user ID associated with an FTP data connection.

OPTIONS
Options valid for use with SYSTCPIP are listed in this topic; options valid for
use with OMPROUTE are listed in [Chapter 31, “Diagnosing OMPROUTEH|
|pr0blems,” on page 757 and options for SYSTCPRE (the Resolver component)
are listed in [Chapter 38, “Diagnosing resolver problems,” on page 863
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Options valid for use with IKE daemon are listed in [Chapter 9, “Diagnosing]|
[KE daemon problems,” on page 335

Options valid for use with the network security services (NSS) server are listed
in [Chapter 10, “Diagnosing network security services (NSS) server problems,”|
Ign page 357.|

Options valid for use with the Defense manager daemon (DMD) are listed in
(Chapter 29, “Diagnosing Defense Manager daemon problems,” on page 719.|

membername
The member containing the source JCL that invokes the external writer. The
membername in the WTR parameter must match the membername in a previous
TRACE CT,WTRSTART command. (See [“Steps for obtaining component trace]
[data with an external writer” on page 53.)

WTR=DISCONNECT
Disconnects the component trace external writer and the trace. You must also
specify a TRACE CT,WTRSTART or TRACE CT,WTRSTOP command to start
or stop the writer.

CONT or END
CONT specifies that the reply continues on another line. Specify END to
complete the response.

Displaying component trace status
To display information about the status of the component trace, issue the following
command:

DISPLAY TRACE,COMP=component_name ,SUB=(procedure_jobname)
See for more information about component_name.

This command displays information about the status of the component trace for
one procedure. To display information about the status of the component trace for
all active procedures, issue the following command:

DISPLAY TRACE,COMP=component_name ,SUBLEVEL,N=8

For the TCP/IP CTRACE components, do not be misled by the line in the middle
of the display showing the MODE is OFFE. This part of the display always says the
MODE is OFF because TCP/IP uses the subtrace for all tracing. The subtrace for
TCPCS2 indicates the actual state of the trace. In the example shown in
the trace is active (MODE is ON) with an internal buffer size of 16 M, tracing
all ASIDs and all JOBNAMES, using MINIMUM options, and using the external
writer PTTCP. Another version of the DISPLAY TRACE command D
TRACE,COMP=component_name,SUBLEVEL,N=8 shows all subtraces for the
component.

Modifying the trace buffer size:

To modify the amount of trace buffer in use for the SYSTCPIP, SYSTCPDA,
SYSTCPIS and SYSTCPOT traces use the following command:

TRACE CT,nnnnM,COMP=component_name ,SUB=(procedure_jobname)

where nnnnM is the new buffer size in mega bytes. The buffer size is subject to the
minimum and maximum buffer size established for each component.

See for more information about component_name.
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Stopping a component trace
To stop current tracing, issue the following TRACE CT command:

TRACE CT,OFF,COMP=component_name ,SUB=(procedure_jobname)
See for more information about component_name.

With the TRACE,CT,OFF command, TCP/IP discontinues recording of all trace
data.

TRACE CT,OFF,COMP=SYSTCPIP,SUB=(procedure_jobname)

Obtaining component trace data with a dump
You can request a dump to obtain component trace data for:

* TCP/IP stack

« OMPROUTE

* Resolver

 TELNET

* IKE daemon

* Network security services (NSS) server
* Defense Manager daemon (DMD)

TCP/IP stack:

If an abend occurs in the TCP/IP address space or in a user's address space,
TCP/IP recovery dumps the home ASID, primary ASID, and the secondary ASID.
This also contains the trace data for the SYSTCPIP, SYSTCPDA, SYSTCPIS and
SYSTCPOT components.

To view the trace records for a problem where no abend has occurred, use the
DUMP command. The following example illustrates a DUMP command:

DUMP COMM=(your dump title here)
R n,JOBNAME=(tcpipprocname),CONT
R n,SDATA=(NUC,CSA,LSQA,PSA,RGN,SQA,TRT) ,END

Figure 7. Example of DUMP command for TCP/IP stack

To generate a meaningful dump, specify (at a minimum):
* CSA

* LSQA

* RGN

* SQA

OMPROUTE:
To obtain a dump of the OMPROUTE address space (which contains the trace
table), use the DUMP command, as shown in the following example:

DUMP COMM=(enter your dump title here)
R n,JOBNAME=omproute_started_task_name,SDATA=(CSA,RGN,ALLPSA,SQA,SUM, TRT,ALLNUC) ,END

Figure 8. Example of DUMP command for OMPROUTE

RESOLVER:
To obtain a dump of the RESOLVER, use the DUMP command, as shown in the
following example:
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DUMP COMM=(enter your dump title here)
R n,JOBNAME=resolver_started_task_name,SDATA=(CSA,RGN,ALLPSA,SQA,SUM,TRT,ALLNUC) ,END

Figure 9. Example of DUMP command for RESOLVER

TELNET:
To obtain a dump of TELNET, use the DUMP command, as shown in the following
example:

DUMP COMM=(enter your dump title here)
R n,JOBNAME=telnet_started_task_name,SDATA=(CSA,RGN,ALLPSA,SQA,SUM,TRT,ALLNUC) ,END

Figure 10. Example of DUMP command for TELNET

Steps for obtaining component trace data with an external writer
You can use an external writer to obtain component trace data for TCP/IP stacks,
packet trace, OMPROUTE, and Telnet.

Procedure

Perform the following steps to obtain component trace data with an external
writer:

1. Enter the appropriate writer procedure in SYS1.PROCLIB, as shown in the
following example. Use a separate external writer for each CTRACE

component. You can have multiple procedures writing to as many as 16
TRCOUT files either on disk or tape.

//PTTCP  PROC

//* REFER: SYS1.PROCLIB(PTTCP)

//* COMPID: OPER

//* DOC: THIS PROCEDURE IS THE IPCS CTRACE1l EXTERNAL WRITER PROCEDURE.
/1* USED BY TCP/IP

/]*

//IEFPROC EXEC PGM=ITTTRCWR,REGION=0K,TIME=1440

//* TIME=1440 to prevent S322 abends

//TRCOUTO1 DD DSNAME=MEGA.IPCS.CTRACE1,UNIT=SYSDA,

// VOL=SER=STORGE,

// SPACE=(4096,(100,10),,CONTIG) ,DISP=(NEW,CATLG),
// DCB=(DSORG=PS)

//

Restrictions:

* Do not specify the DCB parameters RECFM, LRECL, and BLKSIZE. The
external writer defaults to an optimal blocking factor.

* Do not specify the RLSE subparameter of the SPACE parameter. The output
data sets are opened and closed more than once when GTF runs.

2. Start the external writer using the following command:
TRACE CT,WTRSTART=procedure_name ,WRAP

3. Turn on the trace and connect the external writer to the component either by
specifying the external writer name in the PARMLIB member, or by specifying
the external writer name in the TRACE command. When starting TCP/IP,
because the SYSTCPDA component has no PARMLIB member, the PARMLIB
option is not applicable for SYSTCPDA. For example, TRACE
CT,ON,COMP=SYSTCPDA, SUB=(TCPCS) ,PARM=CTIEZBDA is a valid command. The
PARMLIB member can specify a new buffer size or the name or a writer. To
turn the trace on and connect the external writer to the component using a
PARMLIB member, add the following TRACEOPTS option to the PARMLIB
member:

WTR (xxx)
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where xxx is the procedure name of the external writer. Then use this PARMLIB
member when starting the program (TCP/IP, OMPROUTE, TELNET, or the
Resolver) or if the program is already executing, issue the following command:

TRACE CT,ON,COMP=component_name, SUB=(procedure_name) ,PARM=parmlib_member

To turn on the trace and connect the external writer without using the
PARMLIB member, enter the following command:

TRACE CT,ON,COMP=component_name, SUB=(procedure_name)

When the system responds, enter the following command:

R n,WTR=procedure_name ,END

where 7 is the response number issued by the system. You can add options to
the response. The options vary for each component name. See

|component traces” on page 55| for references to the component options.

Use the DISPLAY command to check the external writer status. Include a
sublevel.

D TRACE,COMP=SYSTCPDA,SUB=(TCPCS2)
IEE843T 11.33.06 TRACE DISPLAY 099
SYSTEM STATUS INFORMATION
ST=(ON,0064K,00064K) AS=ON BR=0FF EX=ON MT=(ON,064K)

TRACENAME
SYSTCPDA
MODE BUFFER HEAD SUBS
OFF HEAD 2
NO HEAD OPTIONS
SUBTRACE MODE BUFFER HEAD SUBS
TCPCS2 ON  0016M
ASIDS *NONE~*

JOBNAMES ~ *NONE=*
OPTIONS MINIMUM
WRITER PTTCP

Tip: The external writer is active for packet and data.

Turn off the trace or disconnect the external writer. The following two
commands disconnect from the external writer, while leaving the trace running
internally.

TRACE CT,ON,COMP=component_name ,SUB=(procedure_jobname)

When the system responds, enter the second command:
R nn,WTR=DISCONNECT,END

Stop the external writer using the following command:

TRACE CT,WTRSTOP=procedure_name

Tips for using component trace external writer
Consider the following when using the component trace external writer:

* Do not use the same writer to trace more than one TCP/IP stack, TELNET, or

OMPROUTE application. If you need to trace multiple stacks or applications,
use separate writers.

If your external writer fills up and the wrap option is on, the writer overwrites
itself. If the nowrap option is on, the writer stops.

Use REGION=0K on the trace writer procedure EXEC statement. This helps
ensure that there is enough virtual memory for trace buffers.

* Use TIME=1440 on the EXEC statement. This prevents 5322 abends.
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* Use CONTIG on the disk space allocation of the trace data when using the
WRAP option. For example: SPACE=(1024,(4096,100),,CONTIG). This ensures
that the space for the trace data set is available.

* Do not specify DCB parameters for trace data sets. The writer optimizes the
logical record length and block size for new trace data sets.

* Ensure that the dispatching priority of the writer is equal to or greater than the
application that is being traced.

* The CTRACE or packet trace formatter messages ITT10016I, PTRPT14I or
PTRPT15I indicate lost buffers. This normally occurs when packet tracing is set
up with no capture filters, causing all protocols for all IP addresses to be
captured. The result is that some trace buffers are unable to be processed and
are flagged as lost. The reason behind these lost records is the amount of data
that is being traced over-running the CTRACE writer. This trace data is arriving
at the CTRACE writer faster than it can be written out. Setting filters such as
IPADDR or PORTNUM will help eliminate lost records.

Using a VSAM linear data set:

Using a VSAM linear data set for output trace data provides better performance
than using a sequential data set.

Procedure

Perform the following steps:
1. Define a VSAM Linear data set.

//DEFINE EXEC PGM=IDCAMS

//SYSPRINT DD SYSOUT=+

//SYSIN DD *

DELETE +

(h1q.CTRACE.LINEAR)

CLUSTER

DEFINE CLUSTER( +

NAME (h1q.CTRACE.LINEAR)

LINEAR

MEGABYTES (10)

VOLUME (CPDLBO)

CONTROLINTERVALSIZE(32768)

+

+ 4+ + o+ +

)
DATA(
NAME (h1q.CTRACE.DATA)

)
LISTCAT ENT(hlg.CTRACE.LINEAR) ALL

2. Update the CTRACE writer procedure:

//TEFPROC EXEC PGM=ITTTRCWR
//TRCOUTO1 DD DSNAME=h1q.CTRACE.LINEAR,DISP=SHR
//SYSPRINT DD SYSOUT=*
3. Issue the COPYTRC command. The VSAM data set must be copied with
COPYTRC to a sequential data set before being sent to IBM Service.

Formatting component traces
You can format component trace records using IPCS panels or a combination of
IPCS panels and the CTRACE command, either from a dump or from
external-writer files. The code for the component trace record formatter can be
found in the SYS1.MIGLIB data set. This data set should be added as a
concatenation to the STEPLIB data set. For details, see [z/OS MVS IPCS Commands|
and [z/OS MVS IPCS User's Guide
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Steps for formatting component traces using IPCS panels:
Format component traces by using only IPCS panels.
Procedure

Follow these steps:

Log on to TSO.

Access IPCS.

Select option 2 (ANALYSIS) from the option list.
Select option 7 (TRACES) from the option list.
Select option 1 (CTRACE) from the option list.
Select option D (Display) from the option list.

ook wd~

Results

You know you are done when the CTRACE DISPLAY PARAMETERS screen is
displayed (Figure 11), as shown below.

s
ITTPC503---=-=-=--- CTRACE DISPLAY PARAMETERS-=-=---cmcmmmmmmmmmeeeeem
System (System name or blank)
Component (Component name (required))
Subnames =======>
GMT/LOCAL  =======> (Greenwich Mean Time or Local; GMT is default)
Start time == (mm/dd/yy,hh:mm:ss.dddddd)
Stop time ==
Limit == Exception =======>
Report type ======= (SHort, SUmmary, Full, Tally)
User exit  ======= (Exit program name)
Override source
Options =======
To enter/verify required values, type any character
Entry IDS =======> Jobnames =======> ASIDs =======> OPTIONS =======> SUBS =======>
CTRACE COMP(xx) FULL
COMMAND =======>
Fl=Help F2=Split F3=End F4=RETURN F5=RFIND F6=MORE F7=UP
F8=DOWN F9=Swap F10=LEFT F11=RIGHT F12=CURSOR

Figure 11. IPCS CTRACE

Enter the component name in the COMPONENT field and as the value in
COMP(xx). For descriptions of options, see the following topics:

* SYSTCPDA, see |COMP]

+ SYSTCPDM, see [“TCP/IP services component trace for the Defense Manager]
[daemon” on page 726)

* SYSTCPIK, see|“TCP/IP services component trace for the IKE daemon” on pagel
2]

* SYSTCPNS, see|“TCP/IP services component trace for the network security]|
[services (NSS) server” on page 377

SYSTCPIP, see [COMP]
SYSTCPIS, see [COMP)

SYSTCPOT, see [“OSAENTA trace (SYSTCPOT)” on page 168

SYSTCPRE, see |Chapter 38, “Diagnosing resolver problems,” on page 863)
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* SYSTCPRT, see|"TCP/IP services component trace for OMPROUTE” on page|

Steps for using the CTRACE command:

Format component traces by using the CTRACE command.
Procedure

Perform the following steps:

1. Log on to TSO.

2. Access IPCS.

3. Select option 6 (COMMAND) from the option list.

4. Enter a CTRACE command and options on the IPCS command line.

Syntax:
Following is the syntax of the IPCS CTRACE command:

CTRACE syntax

»—CTRACE—| Component selection '—| Report type i >

>ﬂ Data selection |—| Address space selection |—| Setdef parameters |—><

Component Selection:

QUERY— (—compname—)—SUB— ( (——name——) ) J I
—))

COMP— (—compname—) —SYSNAME— (—name—) —SUB— ( (——name—

Report Type:

SHORT— GMT—|
SUMMARY |_LOCAL i
FULL—

TALLY—

Data Selection:

—START—(—mm/dd/yy, hh.mm. ss . dddddd—)—STOP—(—mm/dd/yy, hh.mm. ss . dddddd—) —»

»—EXCEPTION—LIMIT— (—nnnnnnnn—)—ENTIDLIST—(—entidlist—) >

»—USEREXIT— (—exitname—)—OPTIONS—( (—component routine parameters—) )4|

Address Space Selection:
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ALL |
CURRENT
ERROR:
TCPERROR
ASIDLIST—(—asidlist—)—
JOBLIST—(—joblist—)
JOBNAME— (—jobl ist—)]_

Setdef Parameters:

|——|:DSNAME—(—dataset—) )_l |

DATASET— (—dataset—
DDNAME— (—ddname—)

—[FI LE—(—ddname—)——,_
—FLAG— (—severity—)——
PRINT
—[NOPRINT—l
—[TERMINAL _|

NOTERMINAL

TEST
—[NOTEST—l

Parameters:
See [z/OS MVS IPCS Commands| for details on the CTRACE parameters.

Keywords:
You can use the following CTRACE keywords with TCP/IP component trace
formats:

JOBLIST, JOBNAME
Use the JOBLIST and JOBNAME keywords to select packet trace records with
a matching link name. However, only the first 8 characters of the link name are
matched and no asterisks are accepted in the job name. Also, use them to
match the job name in data trace records.

ASIDLIST
Use the ASIDLIST to select trace records only for a particular address space.

GMT
The time stamps are converted to GMT time.

LOCAL
The time stamps are converted to LOCAL time.

SHORT
If the OPTIONS string does not specify any reports, then format the trace
records. Equivalent to the FORMAT option.

FULL
If the OPTIONS string does not specify any reports, then format and dump the
trace records. Equivalent to the FORMAT and DUMP options.

SUMMARY
If the OPTIONS string does not specify any reports, then create a one line
summary for each trace record. Equivalent to the SUMMARY option.

TALLY
If the OPTIONS string does not specify any reports, then count the trace
records.
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START and STOP
These keywords limit the trace records that are seen by the formatter. The
STOP keyword determines the time when records are no longer seen by the
packet trace report formatter.

Rule: CTRACE always uses the time the trace record was moved to the buffer
for START and STOP times.

LIMIT
Determines the number of records the formatter is allowed to process.

USEREXIT
The CTRACE USEREXIT is called for TCP/IP formatter, except for the packet
trace formatters. Therefore, the packet trace formatter calls the CTRACE
USEREXIT before testing the records with the filtering criteria. If it returns a
nonzero return code, then the record is skipped. The USEREXIT can also be
used in the OPTIONS string. It is called after the record has met all the
filtering criteria in the OPTIONS string. For details, see [“Formatting packet|
ftraces using IPCS” on page 98|

Examples of formatting component traces:
The following example shows the error message when the specified address space
is not available in the dump.

CTRACE QUERY(SYSTCPIP) SUB((TCPSVT1)) FULL LOCAL
COMPONENT TRACE QUERY SUMMARY

ITT100031 There are no trace buffers in the dump for COMP(SYSTCPIP)SUB((TCPSVT1))

The following example shows the results when the CTRACE QUERY command is
issued for a dump when the address space is available.

CTRACE QUERY(SYSTCPIP) SUB((TCPSVT2)) FULL LOCAL
COMPONENT TRACE QUERY SUMMARY
COMP (SYSTCPIP)SUBNAME ( (TCPSVT2))

START = MT 02/21/2001 15:25:49.432 LOCAL
STOP 180 02/21/2001 15:51:16.8
Buffer size: 0050M

OPTIONS: CONFIG,CSOCKET,FIREWALL,IOCTL,MESSAGE,OQETCP,0PCMDS,
OPMSGS, PASAPT,PING,SOCKAPI,TN,UDP,XCF,CLAW, INT
ERNET, LCS,VTAM, VTAMDATA

OPTIONS: MINIMUM

Tip: The first option is the relevant one (ignore the second options list). The buffer
size and options list are displayed only for a dump data set, not an external writer
data set.

Formatting component traces using a batch job:
A component trace can also be formatted through the use of a batch job. The
following is an example of JCL for a batch job:

//jobname DD (accounting),pgmname,CLASS=A,MSGCLASS=A
//DUMP EXEC PGM=IKJEFTO1

//STEPLIB DD DISP=SHR,DSN=SYS1.MIGLIB

//SYSPRINT DD SYSOUT=+

//SYSUDUMP DD SYSOUT=+

//SYSTSPRT DD SYSOUT=+

//PRINTER DD SYSOUT=+

//SYSPROC DD DISP=SHR,DSN=SYS1.CLIST

// DD DISP=SHR,DSN=SYS1.SBLSCLIO
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//IPCSPARM DD DISP=SHR,DSN=SYS1.PARMLIB
// DD DISP=SHR,DSN=CPAC.PARMLIB
// DD DISP=SHR,DSN=SYS1.IBM.PARMLIB
//IPCSPRNT DD SYSOUT=*
//IPCSTOC DD SYSOUT=*
//IPCSDDIR DD DISP=SHR,DSN=userid.IPCS.DMPDIR
//SYSTSIN DD *
IPCS NOPARM
SETDEF DA('ctrace.dataset')
CTRACE COMP(SYSTCPIP) SUBNAME((tcpiprocname)) OPTIONS((systcpip_options_string)) +
FULL LOCAL
END
/*

Note: IPCSPARM DD should be modified as follows:
//IPCSPARM DD DISP=SHR,DSN=SYS1.PARMLIB

// DD DISP=SHR,DSN=CPAC.PARMLIB

// DD DISP=SHR,DSN=SYS1.IBM.PARMLIB

These concatenations will be used to locate the BLSCECT member that
is required by IPCS

IKE daemon trace (SYSTCPIK)

TCP/IP Services component trace is also available for use with the IKE daemon.
See [“TCP/IP services component trace for the IKE daemon” on page 352

Event trace (SYSTCPIP) for TCP/IP stacks and Telnet

The TN3270E Telnet server running as its own procedure also uses the SYSTCPIP
event trace.

Restrictions: All discussion that follows where TCP/IP is used as an example also
pertains to the TN3270E Telnet server with the following exceptions:

* The TN3270E Telnet server does not use 64-bit common storage for trace
collection, it uses its own private storage.

* A subset of trace commands are used by Telnet. A default parmlib member,
CTIEZBTN, is provided that indicates all trace options available. The default
parmlib member can be overridden in the same manner as the TCP/IP parmlib
can be overridden.

* A subset of IPCS commands are used by Telnet.

Event trace for TCP/IP stacks traces individual TCP/IP components (such as
STORAGE, INTERNET, and so forth) and writes the information either to a data
set (using an external writer), or internally to 64-bit common storage. To aid in first
failure data capture, a minimal component trace is always started during TCP/IP
initialization if you use the TCP/IP Component Trace SYS1.PARMLIB member,
CTIEZBxx.You can select trace records at run time by any of the following
methods:

* JOBNAME

* Address space identifiers (ASID)
* Trace option

e IP address

e Port number

¢ Event identifier
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Restriction: If using the TELNET options, do not specify the JOBNAME parm
when starting CTRACE.

Specifying trace options
You can specify component trace options at TCP/IP initialization or after TCP/IP
has initialized.

Specifying trace options at initialization
To start TCP/IP with a specific trace member, use the following command:
S tepip_procedure_name, PARMS=CTRACE(CTIEZBxx)

where CTIEZBxx is the component trace SYSI.PARMLIB member.
You can create this member yourself, or you can update the default SYS1.PARMLIB

member, CTIEZB00. For a description of trace options available in the CTIEZB00,
see [Table 11 on page 63|

Tip: Besides specifying the TCP/IP traces that you want, you can also change the
component trace buffer size.

You can use IBM Health Checker for z/OS to check whether TCP/IP Event Trace
(SYSTCPIP) is active with options other than the default options (MINIMUM, INIT,
OPCMDS, or OPMSGS). For more details about IBM Health Checker for z/OS, see
[Appendix D, “IBM Health Checker for z/OS,” on page 999

/****~k~k************~k*********~k~k*****~k~k*******************************/

/* */
/* IBM Communications Server for z/0S */
/* SMP/E Distribution Name: CTIEZBOO */
/* */
/* MEMBER: CTIEZBOO */
/* */
/* */
/* Copyright: Licensed Materials - Property of IBM */
/* */
/* 5694-A01 */
/* */
/* Copyright IBM Corp. 1996, 2011. */
/* */
/* STATUS = CSVIR13 */
/* */
/* DESCRIPTION = This parmlib member causes component trace for */
/* the TCP/IP product to be initialized with a */
/* trace buffer size of 8 megabytes. */
/* */
/* This parmlib member only lists those TRACEOPTS */
/* value specific to TCP/IP. For a complete Tist */
/* of TRACEOPTS keywords and their values see */
/* z/0S MVS INITIALIZATION AND TUNING REFERENCE. */
/* */
/* $MAC(CTIEZBOO) PROD(TCPIP): Component Trace SYS1.PARMLIB member =/
/* */
[ Kk ke ko ok ko K L R T Kkkkkkkkkkkkhkkkkkkkkkkkkkkk
TRACEOPTS

/2y */
/*  ON OR OFF: PICK 1 */
S */

ON
/* OFF */
2y */
/*  BUFSIZE: A VALUE IN RANGE 1M TO 1024M */
g */
BUFSIZE(8M)
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/* JOBNAME (jobnamel,...)

/* ASID(Asidl,...)

/* WTR(wtr_procedure)

2y gy
/*  Note, the following groups of trace options are supported:
/*

/*  ALL = A11 options except MISC, PFSMIN, ROUTE, SERIAL,
/* SOCKAPI, STORAGE, TCPMIN, and TIMER

/*  CSOCKET = PFS + SOCKET

/* DLC = CLAW + INTERNET + LCS + VTAM + VTAMDATA

/* IN = CONFIG + INIT + IOCTL + OPCMDS + OPMSGS

/* LATCH = SERIAL

/*  MINIMUM = INIT + OPCMDS + OPMSGS

/*  ALLMIN = INIT + OPCMDS + OPMSGS + MINPFS + MINTCP

/* OETCP = ENGINE + PFS + QUEUE + TCP

/* OEUDP = ENGINE + PFS + QUEUE + UDP

/*  PING = ARP + ICMP + RAW + ND

/* RW = ENGINE + PFS + QUEUE + RAW + SOCKET

/*  SMTP = ENGINE + IOCTL + PASAPI + PFS + QUEUE + SOCKET + TCP
/*  SYSTEM = INIT + OPCMDS + OPMSGS + SERIAL + STORAGE + TIMER +
/* WORKUNIT

/* TC = ENGINE + PFS + QUEUE + SOCKET + TCP

/* TN = PFS + TCP + TELNET + TELNVTAM

/* UD = ENGINE + PFS + QUEUE + SOCKET + UDP

/*

J* = e e
/*

/*  PFSMIN = Reduced set of PFS trace data

/*  TCPMIN = Reduced set of TCP trace data

/*  ALLMIN = PFSMIN + TCPMIN

/*

/*

/*  NOTE: The xxxMIN and the corresponding xxx options should
/* not be active at the same time. The will collect
/* duplicate information.

/*

/*  OPTIONS: NAMES OF FUNCTIONS OR GROUPS TO BE TRACED:

/*
2y
/* OPTIONS ( */

/* "ALL ! */

/* , 'ALLMIN ' */

/% ,'ACCESS ' =/

/% , "AFP row/

/* , 'ARP o/

/* ,'CLAW ' %/

/* ,'CONFIG ' =/

/* ,'CSOCKET ' =/

/% ,DLC t w/

/* , 'EID(hhhhhhh,hhhhhhhh) */

/* ,'ENGINE ' */

/% ,'"FIREWALL'  */

/* JVICMP Y w/

/% ,IN v/

/* JINIT 0w/

/% ,"INTERNET'  */

/* ,'IocTL v %/

/* , "IPADDR (nnn.nnn.nnn.nnn/mmm.mmm.mmm, */

/* nnn.nnn.nnn.nnn/pp, */

/* hhhh: :hhhh/ppp) */

/* ,'IPSEC ' %/

/* , 'LATCH ! */

/* ,'LCS o/

/* , 'MESSAGE ' */

/* ,'MINIMUM ' =/

/* , 'MISC o/

/* ,'ND ox/
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/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*

, "PORT (ppppp,00000,rrrrr,ttttt) ' */

, 'NONE tox/
,'OETCP ' %/
,'OEUDP ' */
,'OPCMDS ' %/
,'OPMSGS ' */
,'PASAPT ' */
,'PFS ox/
,'PFSMIN ' %/
, 'PING o/
,'POLICY ' */
,'QUEVE ' */
, 'RAW o/
,'ROUTE ' */
> 'RW o/
,'SERIAL ' =*/
, ' SMTP Yo/
, ' SNMP o/
,'SOCKAPT ' */
,'SOCKET ' =*/
,'STORAGE ' =/
,'SYSTEM ' */
»'TC o/
,'TCP Yo/
,'TCPMIN ' %/
,'TELNET ' %/
,'TELNVTAM' %/
,'TIMER ' %/
>N o/
,'UD box/
, 'UDP Yo/
, 'VTAM o/
, 'VTAMDATA'  */
, 'WORKUNIT' =/
, 'XCF o/

) */

Figure 12. SYS1.PARMLIB member CTIEZBOO

A group activates multiple trace options. The group name identifies traces that

should be activated for a specific problem area, and trace groups provide a way to

collect trace data by problem type.

able 11| describes the available trace options and groups.

Table 11. Trace options and groups

Trace Event

Description

ALL

All types of records except MISC, PFSMIN, ROUTE, SERIAL,

STORAGE, TCPMIN, and TIMER.

Slow Performance: Using this option slows performance

considerably, so use with caution.

Also available for the TN3270E Telnet server running in its

own address space.
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Table 11. Trace options and groups (continued)

Trace Event

Description

ALLMIN

Turns on the following trace options:
e INIT

* OPCMDS

* OPMSGS

* PFSMIN

e TCPMIN

ACCESS

Trace creation, modification, and manipulation of the
Network Access tree, along with results of all Network
Access queries.

AFP

Turns on trace for fast response cache accelerator.

ARP

Shows address resolution protocol (ARP) cache management
and ARP timer management. This option also shows all
outbound and inbound ARP packets.

Tip: The information provided differs depending on the type
of device.

Guideline: The ARP and ND options are aliases. If you turn
one on, you turn on the other option, and if you turn one
off, you turn off the other option. When formatting the trace,
these options can be filtered separately.

CLAW

Shows all control flows for a CLAW device.

CONFIG

Turns on trace for configuration updates.

CSOCKET

Turns on the following trace options:
* PFS
* SOCKET

DLC

Turns on the following trace options:
* CLAW

* INTERNET

* LCS

* VTAM

* VTAMDATA

EID(list)

Turns on trace by event identifier. The event identifiers are 8
hexadecimal digits. Up to 16 can be specified. Use only
under the direction of IBM Support.

ENGINE

Turns on trace for stream head management.

Guideline: The ENGINE and QUEUE options are aliases. If
you turn one on, you turn on all related options, and if you
turn one off, you turn off all related options. These alias
options are only for recording the trace. When formatting the
trace, these options can be filtered separately.

FIREWALL

Turns on trace for firewall events.
Tip: Synonymous with IPSEC option.

ICMP

Turns on trace for the ICMP protocol.
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Table 11. Trace options and groups (continued)

Trace Event

Description

IN

Turns on the following trace options:
* CONFIG

e INIT

* IOCTL

* OPCMDS

* OPMSGS

INIT

Turns on trace for TCP/IP Initialization/Termination.

Note: The INIT, OPCMDS, and OPMGS options are aliases.
If you turn one on, you turn on all related options, and if
you turn one off, you turn off all related options. These alias
options are only for recording the trace. When formatting the
trace, these options can be filtered separately.

Also available for the TN3270E Telnet server running in its
own address space.

INTERNET

Turns on trace for Internet Protocol layer.
Tip: Using this option slows performance considerably, so
use with caution.

IOCTL

Turns on trace for IOCTL processing.

IPADDR(list)

Turns on trace by IP address.

IPSEC

Turns on trace for IP security events.
Tip: Synonymous with FIREWALL option.

LATCH

Turns on the following trace option:
* SERIAL

LCS

Shows all control flows for an LCS device.

MESSAGE

Turns on trace for message triple management.
Tip: Using this option slows performance considerably, so
use with caution.

Also available for the TN3270E Telnet server running in its
own address space.

MINIMUM

Turns on the following trace options:
e INIT

* OPCMDS

¢ OPMSGS

MISC

Turns on trace for miscellaneous TCP/IP internal diagnostic
tests.

NONE

Turn off all traces but exception traces, which always stay on.

Also available for the TN3270E Telnet server running in its
own address space.

ND

Enable Neighbor Discovery trace option.

Guideline: The ARP and ND options are aliases. If you turn
one on, you turn on the other option, and if you turn one
off, you turn off the other option. When formatting the trace,
these options can be filtered separately.
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Table 11. Trace options and groups (continued)

Trace Event

Description

OETCP

Turns on the following trace options:
* ENGINE

* PFS

* QUEUE

» TCP

OEUDP

Turns on the following trace options:
* ENGINE

* PFS

* QUEUE

« UDP

OPCMDS

Turns on traces of operator commands.

Guideline: The INIT, OPCMDS, and OPMGS options are
aliases. If you turn one on, you turn on all related options,
and if you turn one off, you turn off all related options.
These alias options are only for recording the trace. When
formatting the trace, these options can be filtered separately.

OPMSGS

Turns on message trace for console messages.

Guideline: The INIT, OPCMDS, and OPMGS options are
aliases. If you turn one on, you turn on all related options,
and if you turn one off, you turn off all related options.
These alias options are only for recording the trace. When
formatting the trace, these options can be filtered separately.

PASAPI

Turns on traces for transforms that handle Pascal APIs.

PFS

Turns on trace for the physical file system layer.

Tip: The PFS and PFSMIN options should not be specified
together; the PFS option gathers all the information that the
PESMIN option gathers.

PFSMIN

Turns on the minimum PFS trace option.

Tip: The PFS and PFSMIN options should not be specified
together; the PFS option gathers all the information that the
PFSMIN option gathers.

PING

Turns on the following trace options:
* ARP

* ICMP

* RAW

POLICY

Trace the stack usage of Policy Rules and Actions.

PORT(list)

Turns on trace by port number.

QUEUE

Turns on trace for stream queue management.

Guideline: The ENGINE and QUEUE options are aliases. If
you turn one on, you turn on all related options, and if you
turn one off, you turn off all related options. These alias
options are only for recording the trace. When formatting the
trace, these options can be filtered separately.

Turns on trace for the RAW transport protocol.

ROUTE

Trace manipulation of IP Routing Tree.
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Table 11. Trace options and groups (continued)

Trace Event

Description

RW

Turns on the following trace options:
* ENGINE

* PFS

* QUEUE

* RAW

* SOCKET

SERIAL

Turns on trace for lock obtain and release.
Tip: Using this option slows performance considerably, so
use with caution.

Also available for the TN3270E Telnet server running in its
own address space.

SMTP

Turns on the following trace options:
* ENGINE

* IOCTL

* PASAPI

* PFS

* QUEUE

e SOCKET

« TCP

SNMP

Turns on trace for SNMP SET requests.

SOCKAPI

Trace Macro and Call Instruction API calls (see |“Socket AP]

[traces” on page 76).

SOCKET

Turns on trace for the Sockets API layer.

STORAGE

Turns on trace for storage obtain and release.
Tip: Using this option slows performance considerably, so
use with caution.

Also available for the TN3270E Telnet server running in its
own address space.

SYSTEM

Turns on the following trace options:
* INIT

* OPCMDS

* OPMSGS

* SERIAL

* STORAGE

* TIMER

* WORKUNIT

TC

Turns on the following trace options:
* ENGINE

e PFS

* QUEUE

* SOCKET

* TCP
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Table 11. Trace options and groups (continued)

Trace Event

Description

TCP

Turns on trace for the TCP transport protocol.

Restriction: The TCP and TCPMIN options should not be
specified together; the TCP option gathers all the information
that the TCPMIN option gathers.

Slow Performance: Using this option slows performance
considerably, so use with caution.

TCPMIN

Turns on the minimum TCP trace option.

Slow Performance: The TCP and TCPMIN options should
not be specified together; the TCP option gathers all the
information that the TCPMIN option gathers. The same is
also true for the PFS and PFSMIN options.

TELNET

Turns on trace for TELNET events.

Only useful when used by the TN3270E Telnet server.

TELNVTAM (an alias for
TELNET)

Turns on trace for TELNET events.

TIMER

Turns on trace for TCP timers.
Slow Performance: Using this option slows performance
considerably, so use with caution.

Also available for the TN3270E Telnet server running in its
own address space.

TN

Turns on the following trace options for TCP:
* PFS
- TCP

Turns on the following trace option for the TN3270E Telnet
server running in its own address space:

* TELNET

UD

Turns on the following trace options:
* ENGINE

» PFS

* QUEUE

* SOCKET

- UDP

UDP

Turns on trace for UDP transport protocol.
Slow Performance: Using this option slows performance
considerably, so use with caution.

VTAM

Shows all of the nondata-path signaling occurring between IF
and VTAM.

VTAMDATA

Shows data-path signaling between IF and VTAM, including
a snapshot of media headers and some data.

Slow Performance: Using this option slows performance
considerably, so use with caution.

WORKUNIT

Turns on trace for work unit scheduling.

XCF

Turns on trace for XCF events.
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Specifying trace options after initialization

After TCP/IP or Telnet initialization, you must use the TRACE CT command to
change the component trace options. Each time a new component trace is initiated,
all prior trace options are turned OFF, and the new traces are activated.

You can specify the TRACE CT command with or without the PARMLIB member.

You can use IBM Health Checker for z/OS to check whether TCP/IP Event Trace
(SYSTCPIP) is active with options other than the default options (MINIMUM, INIT,
OPCMDS, or OPMSGS). For more details about IBM Health Checker for z/OS, see
|Appendix D, “IBM Health Checker for z/OS,” on page 999

Additional filters for SYSTCPIP

The following additional trace filters for limiting the volume of trace data are
available:

¢ The IPADDR keyword filters by IP address
* The PORT keyword filters by port number
* The EID keyword filters by event identifier

The EID keyword specifies up to 16 trace event identifiers. Each identifer is 8
hexadecimal characters. For example: EID(00010001,00090001,40030003). Use the
EID keyword only with the direction of IBM service personnel.

To execute a trace on a particular IP address, use the IP address, port number,
ASID, and JOBNAME as targets for filtering the records.

To use this function, start by issuing the TRACE command:

TRACE CT,ON,COMP=SYSTCPIP,SUB=(tcpip_procedure_name)
R 01,0PTIONS=(IPADDR(12AB:0:0:CD30::/60),PORT(1012))
R 02,0PTIONS=(ENGINE,PFS),END

Trace records of type ENGINE or PFS for an IP address of 12AB:0:0:CD30::/60 and
a port number of 1012 are captured. The IP address used is the foreign session
partner IP address. The port number is the local session partner port number.

When filters are used, the trace record must be accepted by each filter. Each filter
can specify multiple values (up to 16), and the trace record must match one of the
values.

lists the data types and corresponding description.
Table 12. Data types

Data type Description

Inbound Data received at the IP layer is considered
inbound data. The source IP address and the
destination port number are used.

Outbound Data sent in the PFS layer is considered
outbound data. The destination IP address
and the source port number are used.

The following are five criteria for selecting trace records for recording:
* TYPE

* JOBNAME

* ASID
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* IPADDR
e PORT

Each criterion can specify one or more values. If a criterion has been specified, the
record to be traced must match one of the values for that criterion. If a criterion
has not been specified, the record is not checked and does not prevent the record
from being recorded. However, the record must match all specified criteria.

In the above example, JOBNAME and ASID were not specified, so the value of
JOBNAME and ASID in the record are not checked.

Restriction: IPADDR and PORT are exceptions. Some trace records do not have a
IP address or a port number. Therefore, the IP address in the trace record is only
checked if it is nonzero, and the port number is checked only if it is nonzero.

You can also specify a range of IP addresses to trace. For example,

TRACE CT,ON,COMP=SYSTCPIP,SUB=(TCPIP_PROC_NAME)
R xx, OPTIONS = (IPADDR(nn.nn.nn.nn,{nn.nn.nn.nn/mm.mm.mm.mm}),PORT (pppp{,pppp}))

IPADDR
An IP address. Up to 16 addresses can be specified. IPv4 addresses are in
dotted decimal notation, for example: 192.48.24.57. IPv6 addresses are in
colon-hexadecimal notation or in a combination of both colon-hexadecimal and
dotted decimal for IPv4-mapped IPv6 addresses, for example: beef::c030:1839.
Use an IP address of 0 for trace records that do not have an IP address. A
subnet mask is indicated by a slash (/) followed by the prefix length in
decimal or by a dotted decimal subnet mask for IPv4 addresses. The prefix
length is the number of one bits in the mask. For IPv4 addresses it might be in
the range of 1-32; for IPv6 addresses it might be in the range of 1-128, for
example: 192.48.24 /24 or 2001:0DB8::0/10, respectively.

PORT
The list of port numbers to be filtered. Up to 16 port numbers can be specified.
The port numbers, specified in decimal, must be in the range 0-65535. A trace
record with a zero port number is not subject to port number filtering.

You can specify the IPADDR and PORT keywords multiple times in an OPTIONS
string. If you do, all the values are saved.

Restriction: All the values in the OPTIONS keyword must be specified in one
trace command. The next trace command with an OPTIONS keyword replaces all
the options specified.

Formatting event trace records for TCP/IP stacks and Telnet

You can format event trace records using IPCS panels or a combination of IPCS
panels and the CTRACE command. For a description of the relevant IPCS panels,
see [“Steps for formatting component traces using IPCS panels” on page 56.|

For more information about other CTRACE options, see the [z/OS MVS IPCS|

When using an IPCS panel, enter the trace types in the following format:
option DUCB() CID()
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Following is the syntax for the CTRACE command for TCP/IP stacks and Telnet.
For more information about the command and IPCS, see the|z/OS MVS IPCS|

ser's Guide|

»»—OPTIONS— ( (—~ Type \\ J
ADDR— (——control_block _address——)

» »

\\DUCB—(—'—process_index——)J LIID—(—'—connection_identifier——)J

LIPADDR—( v ip_addr'ess——)J LPORT—( vport_number‘——)J

LRECORD—( Y _record_number )J

I—record_number—|

v

»
>

v

»
>

)

A\
A

DETAIL J
LS ESSION— (—[SUMMARY_—I—)

Type Name
The name of a trace type. Only records of these types are formatted. For a list
of types, see|Table 11 on page 63

ADDR
A control block address. Up to 16 control block addresses can be specified.
Addresses in hexadecimal should be entered as x'hhhhhhhh'".

DuCB
A process index for the thread of execution. Up to 16 indexes can be specified.
The DUCB index values can be entered either in decimal (such as DUCB(18)) or
hexadecimal (such as DUCB(X'12'")), but are displayed in hexadecimal format.

CID
A connection identifier. Up to 16 identifiers can be specified. The CID values
can be entered in either decimal (such as CID(182)) or hexadecimal (such as
CID(X'0006CE7E")), but are displayed in hexadecimal. This is the same value
that appears in the NETSTAT connections display.

IPADDR
An IP address. Up to 16 addresses can be specified. IPv4 addresses are in
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dotted decimal notation, for Example: 192.48.24.57. IPv6 addresses are in
colon-hexadecimal notation or in a combination of both colon-hexadecimal and
dotted decimal for IPv4-mapped IPv6 addresses, for example: beef::c030:1839.
Use an IP address of 0 for trace records that do not have an IP address. A
subnet mask is indicated by a slash (/) followed by the prefix length in
decimal or by a dotted decimal subnet mask for IPv4 addresses. The prefix
length is the number of one bits in the mask. For IPv4 addresses it might be in
the range of 1 - 32; for IPv6 addresses it might be in the range of 1-128, for
example: 192.48.24/24 or 2001:0DB8::0/10

PORT
A port number. Up to 16 port numbers can be specified. The port numbers can
be entered in decimal, such as PORT(53), or hexadecimal, such as PORT(x'35"'),
but are displayed in decimal. These are port numbers in the range 0-65535.
Use a port number of 0 for trace records that do not have a port number.

RECORD
The record number can be specified as a single hexadecimal value (for
example, x"'hhhhhhhh') or as a range (for example, x'hhhhhhh':x"hhhhhhhh').
The record number is assigned as the records are written and can be found on
the line of equal signs (=) that separates each record.

SESSION(DETAIL | SUMMARY)
Generate a report that shows TCP and socket send/receive activity on a
per-session basis. This formatting option operates on TCPMIN and PFSMIN
trace entries.

Tip: The SESSION formatting option for SYSTCPIP traces is useful for
analyzing TCP traffic that is flowing over an IPSec tunnel. If you are
accustomed to using packet trace (SYSTCPDA) for diagnosis, IPSec encryption
of TCP headers and insertion of AH | ESP headers can result in an inability to
do TCP-layer diagnosis (for example, matching up ACKs with data packets,
spotting retransmissions, analyzing flow control issues) with the packet trace
report. By contrast, the SESSION formatting option for SYSTCPIP trace
operates on TCP headers in the clear before encryption and after decryption, so
this report can be more informative than a standard packet trace if encryption
is involved or AH | ESP headers are present.

DETAIL
List each inbound or outbound flow within the socket and TCP layers. If
neither the PFSMIN or TCPMIN CTRACE options were enabled in the
trace, a null report is produced. DETAIL is the default.

SUMMARY
Show only the summary statistics.

Standard TSO syntax is used for the keywords and their values. For example, CID
(123).

[Figure 13 on page 73 shows the beginning of the CTRACE formatted output. The
CTRACE command parameters are followed by the trace date and column
headings. Then, there is one TCP/IP CTRACE record with four data areas.
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COMPONENT TRACE FULL FORMAT
COMP (SYSTCPIP)SUBNAME ((TCPSVT))

**%*% 11/03/1999

SYSNAME

VIC142

HASID..001E

E ADDR. . .00000000

+0000
+0010
+0020
+0030
+0040
+0050
+0060
+0070
+0080
+0090

ADDR. . .00000000

+0000

ADDR. ..00000000 12E88598 LEN....00000010 Return Value Errno Errnodr

MNEMONIC ENTRY ID TIME STAMP DESCRIPTION

PFS

60010018 14:57:59.207826  Socket IOCTL Exit

1
2 PASID..000E SASID..001E USER...OMPROUTE
K} TCB....007E7A68 MODID..EZBPFIOC REG14..161D86CO DUCB...0000000C
L3 CID....0000003A PORT..... 0

IPADDR. 3F98::D002:A521

D6E2C940
0500001B
00000000
00000000
14D9FCOC
00000000
00000000
00000000
00000000
00000000

00280000

14D9EEDO LEN....000000A0 OSI

000000A0 00000000 00000000 OSI wevvvennnnn,
14D9EF70 00500AC8 00000000 | ..... R...&.H....
00000000 00000000 00000000 | ..ovevniiennnnnn.
00000000 00000000 00281080 | .....eeiiiiinn..
00000CO0 14D9FFE8 00000000 R R.Y....
00000000 00000000 00000000 | ....ieeiiiiinnn.
00000000 00000000 00000000 | ..oveviiiiiinnnn.
00000000 00000000 00000000 | w.ovevuivennnnnn.
00000000 00000000 00000000 | ......eiiiiinn..
00000000 00000000 00000000 | ..ovevniiiinnnnn.

12D7F874 LEN....00000004 SCB Flags

+0000 C5D9D9D5 FFFFFFFF 00000462 740EQ06B | ERRN........... .

ERRNO. .-1,
ADDR. . .00000000

462,
14D9F4E4 LEN....00000048 IOCTL Request

740E006B

+0000 C3C6C7D4 DIC5D840 0OOO0SE 00000462 | CFGMREQ ........
+0010 00000320 00000500 00000000 00000000 | .....iiee.......
+0020 740E0005 00000000 14B4C7CO 00000000 | .......... Gi....
+0030 00000000 00050063 00000000 00000000 | ......i.........
+0040 F3F1FOF1 00000000 3101....

========ss=ssss======sssssssssss====ssssssssssssss===sssss==========(0000573F

Figure 13. Start of component trace full format

The parts of the TCP/IP CTRACE record are:

Standard IPCS header line, which includes the system name (VIC142),
TCP/IP option name (PFS), time stamp, and record description.

H TCP/IP header line with address space and user (or job name) information.
TCP/IP header line with task and module information.

[l TCP/IP header line with session information (CID, IP address, and port
number).

H TCP/IP header line for a data area. This line has the address (first four
bytes are the ALET), the length of data traced, and the data description.
Following the description, the actual data is in dump format (hexadecimal
offset, hexadecimal data, and EBCDIC data).

[@ There are four data areas in this example. The third data area (Return Value
Errno ErrnoJr" has an extra line. The ERRNO line is added only when the
return value is -1 and the ERRNO indicates an error. In this example, the return
code is hexadecimal 462 (decimal 1122). See |z/OS Communications Server: IP|
fand SNA Coded for more information.

TCP/IP trailer and separator line with the record sequence number
(hexadecimal 573E).

Additional fields in CTRACE output

The ERRNO line in is one of two cases in which the formatter extracts
data and formats it in a special way. The other case is for "TCB CTRL" and "[UDR"
data. Several fields are copied from the data and formatted with character
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interpretation of fields, such as converting values to decimal or dotted decimal.
is an example. Note the additional fields (TcpState, TpiState, and others)
following the hexadecimal data.

BOTSWANA  TCP 40030002 20:51:35.652462  Select/Poll Exit Detail
HASID..0082 PASID..0088 SASID. .000E USER...POLAGENT
TCB....007E4640 MODID..EZBTCFSP REG14..10FD7C5E DUCB...00000016
CID....000004DC PORT....1925
IPADDR. 197.011.106.001
ADDR...00000000 116B04DC LEN....00000004 Select function code
+0000 00000002 | .... |
ADDR...00000000 116B0668 LEN....00000004 Output condition indicators
+0000 40000000 .
ADDR...00000000 7F60C508 LEN....000003D8 Transmission Control Block
+0000 E3C3C240 C3E3D9D3 00050009 81801000 TCB CTRL....a...
+0010 00000000 00000000 00000000 138C4FO8 | ...vcvveivenn.. |.

+0170 00000000 00020000 00003000 45000028 | .....vivvnnn..n.
+0180 1CB14000 40060000 C50B6A01 (C50B6A01 B Y
+0190 00000000 00000000 00000000 00000000 | ..ovvvveivennnnnn.
+01A0 00000000 00000000 00000000 00000000 | ...ovvvvininnnn.
+01BO 00000000 00000000 OOOOFFFF FFFF4000 | .......coovnnn. .
+01CO 00000000 00000000 00000000 00000001 | ..oovvvvvnnnnnn.
+01D0 07850185 F4258CA0 F425A310 50107F32 .e.ed. . 4.t.8.".
+01E0 00000000 0004FFCB 01030300 0101080A | ...ovvvniennn....

+03D0 010E1301 OE21010E [ eenenn.. |
TcpState. .ESTAB TpiState..WLOXFER

SrcPort..1925 SrcIPAddr. 197.11.106.1
DstPort..389 DstIPAddr. 197.11.106.1
FLAGS..... ACK

Figure 14. Component trace full format showing character interpretation of fields

SESSION report example
Purpose

This report shows traffic for TCP sessions, and is generated from PFSMIN and
TCPMIN event trace entries.

Format
CTRACE COMP(SYSTCPIP) SUB((TCPCS)) SHORT OPTIONS((SESSION))

Example

COMPONENT TRACE SHORT FORMAT
COMP (SYSTCPIP)SUBNAME ((TCPCS))
OPTIONS((SESSION))

Performance Sessions Report
16 Sessions Found

Explanation of Unique Fields

RECTYPE | UNIQUE-1 | UNIQUE-2 | UNIQUE-3 | UNIQUE-4 | UNIQUE-5 | UNIQUE-6 | UNIQUE-7 | UNIQUE-8

......... ey 4
PFSE SCB Flags [OSI Flags |Sel Bits

PFSX RetVal RetCode RsnCode SCB Flags |0SI Flags |Sel Bits

TCRE Msg Flags |Event Ptr [UsrRecvBuf|Recv QLen [Recv Win |0SI Flags [Conn State
TCRX RetVal RetCode RsnCode UsrRecvBuf|Recv QLen |RecvWin Conn State
TCWE Msg Flags |Event Ptr [UsrSendBuf|Send QLen [Send Win |0SI Flags [Conn State
TCWX RetVal RetCode RsnCode UsrSendBuf|Send QLen |Send Win Conn State
TCRV IpID/TCPF1|Seq Num Ack Num Bytes Rcvd|Recv QLen |Recv Win

TCSN IpID/TCPF1|DataInPipe|NumPktSent|Bytes Sent|Send QLen |Send Win |Congst Win|Xmit Cnt/Tot
TCSQ

TCRD DropRsn

......... gy
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*Note:
Directional Arrow Flow Descriptions:
--> Application to Network Call
Network to Application Call
-> Application Send/Write Call

<==-

If the trace does not contain TCPMin entries, the Session Summary will be missing or incorrect.

UNIQUE-6 UNIQUE-7 UNIQUE-8

0004A001
90280000
90280000
0004A001
0004A001
0004A001
0004A001

0000
0000
0000

0004A001
0004A001
0004A001
00059FF8
0004A001
00059A9D
0005953A
00058FD7
00058A74
00058511
00057FAE
00057A4B
000574E8
00056F85
00056A22
000564BF
00055F5C
000559F9

00011FFB 0000/0000

<-S Applicaion Send/Write Return
R-> Application Receive
<-R Application Receive Return
--Q Application Send/Write Data Queued (slow start, congestion avoidance, delayack, etc)
--D Inbound Data Dropped (malformed, bad checksum, no listener, etc)
TCPIP SESSION FLOW FOR CID: 0000002A
Number of trace entries: 206394
Application Information: Local Remote
IP address: 9.67.170.70 9.67.170.71
Port: 2121 1025
Jobname: AwM4
Asid: 0034
Connection Information:
Total Bytes Transferred: 248717618
Bytes Sent: 13
Bytes Received: 248717605
Total number of retransmissions: 0
Retransmissions sent: 0
Retransmissions received 0
Queue Tengths
Largest send queue length: 1
Largest receive queue length: 115179
Window sizes
Congestion window information
Largest congestion window: 91806
Smallest congestion window: 73723
Receive window information
Largest receive window: 367261
Smallest receive window: 225745
Send window information
Largest send window: 368640
Smallest send window: 368632
Last known connection state is ESTABLISHED
Time Frame Information:
First Timestamp: 16:55:23.079072
Last Timestamp: 16:56:13.697196
Duration of session: 00:00:50.618123
Maximum Delta: 00:00:01.133860
(at Timestamp): 16:56:10.105556
Session Summary:
RECTYP| TIME |PFS|TCP|IP | MODID  UNIQUE-1 UNIQUE-2 UNIQUE-3 UNIQUE-4 UNIQUE-5
------ B e e s S R I el
TCRX 16:55:23.079072 <-- TCFRD  OOOOFFFF 00000000 00000000 00OOFFFF 00000000
PFSX 16:55:23.079074 [<-R PFSDR  000OFFFF 00000000 00000000
PFSE 16:55:23.079082 |R-> PFSDR
TCRE 16:55:23.079083 --> TCFRD 00000000 00000000 OOOOFFFF 00000000
TCRV 16:55:23.081066 <--| TCRD  C7A3/0010 C4EC5B70 8AD4F838 00000563 00000000
TCRV 16:55:23.081069 <--| TCRD  C7A4/0010 C4EC60D3 8AD4F838 00000563 00000000
TCRV 16:55:23.081070 <--| TCRD  C7A5/0010 C4EC6636 8AD4F838 00000563 00000000
TCRV 16:55:23.081071 <--| TCRD C7A6/0010 C4EC6B99 8AD4F838 00000563 00000000
TCRV 16:55:23.081073 <--| TCRD C7A7/0010 C4EC70FC 8AD4F838 00000563 00000000
TCRV 16:55:23.081074 <--| TCRD  C7A8/0018 C4EC765F 8AD4F838 000002D2 00000000
TCSN 16:55:23.081078 -->| TCSND E49D/0010 00000000 00000001 00000000 0OOOOOOO
TCRV 16:55:23.090273 <--| TCRD  C779/0010 C4EB7932 8AD4F838 00000563 00000000
TCRV 16:55:23.090281 <--| TCRD C77A/0010 C4EB7E95 8AD4F838 00000563 00000563
TCRV 16:55:23.090283 <--| TCRD C77B/0010 C4EB83F8 8AD4F838 00000563 OOOOOAC6
TCRV 16:55:23.090291 <--| TCRD  (C77C/0010 C4EB895B 8AD4F838 00000563 00001029
TCRV 16:55:23.090292 <--| TCRD C77D/0010 CAEBBEBE 8AD4F838 00000563 0000158C
TCRV 16:55:23.090294 <--| TCRD C77E/0010 C4EB9421 8AD4F838 00000563 00001AEF
TCRV 16:55:23.090295 <--| TCRD  C77F/0010 C4EB9984 8AD4F838 00000563 00002052
TCRV 16:55:23.090297 <--| TCRD (780/0010 CA4EB9EE7 8AD4F838 00000563 000025B5
TCRV 16:55:23.090298 <--| TCRD (781/0010 C4EBA44A 8AD4F838 00000563 00002B18
TCRV 16:55:23.090300 <--| TCRD  (782/0010 C4EBA9AD 8AD4F838 00000563 00003078
TCRV 16:55:23.090301 <--| TCRD  (C783/0010 CAEBAF10 8AD4F838 00000563 000035DE
TCRV 16:55:23.090303 <--| TCRD  (C784/0010 C4EBB473 8AD4F838 00000563 00003B41
TCRV 16:55:23.090304 <--| TCRD  (785/0010 C4EBB9D6 8AD4F838 00000563 000040A4
TCRV 16:55:23.090306 <--| TCRD  (C786/0010 CAEBBF39 8AD4F838 00000563 00004607
TCRV 16:55:23.090307 <--| TCRD (787/0010 C4EBC49C 8AD4F838 00000563 00004B6A

00055496
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TCRV 16:55:23.090309 <--| TCRD  (C788/0010 C4EBCYFF 8AD4F838 00000563 000050CD 00054F33
TCRV 16:55:23.090310 <--| TCRD C789/0010 CAEBCF62 8ADAF838 00000563 00005630 000549D0
TCRV 16:55:23.090312 <--| TCRD  C78A/0010 C4EBDAC5 8AD4F838 00000563 00005B93 0005446D

Socket API traces

The SOCKAPI option, for the TCP/IP CTRACE component SYSTCPIP, is intended
to be used for application programmers to debug problems in their applications.
The SOCKAPI option captures trace information related to the socket API calls that
an application might issue. The SOCKET option is primarily intended for use by
TCP/IP Service and provides information meant to be used to debug problems in
the TCP/IP socket layer, UNIX System Services, or the TCP/IP stack.

CTRACE is available only to users with console operator access. If the application
programmer does not have console access, someone must provide the CTRACE
data to the programmer. For security reasons, it is suggested that only the trace
data related to the particular application be provided. The following sections
explain how to obtain the trace data for a particular application, format it, and
save the formatted output. The application data can be isolated when recording the
trace, or when formatting it, or both.

z/0S provides several socket APIs that applications can use. The figure in the
example shows different APIs along with the high level flows of how they interact
with the TCP/IP stack.

The SOCKAPI trace output is captured in the Sockets Extended Assembler Macro
API (the Macro API). Given the structure of the TCP/IP APIs, this trace also covers
the Call Instruction API, the CICS Socket API, and the IMS socket API. Some of the
socket APIs based on the Macro API currently encapsulate some of the Macro API
processing.

For example, in a CICS TS environment, CICS sockets-enabled transactions do not
have to issue an SOCKAPI call. Rather, this is done automatically for the socket
API by the TCP/IP CICS TRUE (Task Related User Exit) component layer. If the
socket API trace is active, trace records for the SOCKAPI calls are created.
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Figure 15. TCP/IP networking API relationship on z/0OS

Recommended options for the application trace
The CTRACE facility has flexibility such as filtering, combining multiple
concurrent applications and traces, and using an external writer.

Guidelines: Consider the following guidelines when using CTRACE:

Although the CTRACE can be used to trace multiple applications at the same
time and in conjunction with other trace options, it is not recommended.
Multiple traces make problem determination more difficult.

For performance reasons, the data being recorded should be filtered, to minimize
the overhead of recording the trace, to make formatting faster, to save storage,
and to minimize wrapping (overwriting of older trace records by new trace
records).

Ideally, you should use the CTRACE facility to capture all the SOCKAPI trace
records for one application. The trace can be filtered various ways when

formatting. If necessary, you can limit the trace data collected by IP address or port
number, but you risk some records not being captured. For example, the problem
might be that the wrong IP address or port number was coded or used. Both the
IP address and port number are formatting options.

Guidelines: Consider the following guidelines to optimally capture the application
data:

* Trace only one application.

Use the job name or ASID option when capturing the trace to limit the trace
data to one application.

* Trace only the SOCKAPI option.

To get the maximum number of SOCKAPI trace records, specify only the
SOCKAPI option.

Tip: You also receive exception records. Exception records are always traced
because they are considered unusual events.
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¢ Use an external writer.
The external writer is recommended to:

— Separate the SOCKAPI trace records from other internal data that exist in a
dump (for security and other reasons)

— Avoid interrupting processing with a dump of the trace data
- Keep the buffer size from limiting the amount of trace data
— Avoid increasing the buffer size, which requires restarting TCP/IP
— Handle many trace records
* Trace only one TCP/IP stack.
If you are running with multiple TCP/IP stacks on a single z/OS image, use the
external writer for only one TCP/IP stack.
 Activate the data trace only if more data is required.

The SOCKAPI trace contains the first 96 bytes of data sent or received, which is
sufficient. If additional data is needed, the data trace records can be correlated
with the SOCKAPI records.

Collecting the SOCKAPI trace option

This topic describes how to collect the trace for use by application programmers.

The existing CTRACE facility for TCP/IP's SYSTCPIP component is used for the
SOCKAPI trace option. Collecting the trace is described generally in
ftrace” on page 47

The trace can be started automatically when TCP/IP starts or can be started or
modified while TCP/IP is executing. A CTRACE PARMLIB member is required for
starting the trace automatically, and can optionally be used after TCP/IP has been
started.

CTRACE PARMLIB member CTIEZBxx:
Sample member CTIEZBOO is shipped with TCP/IP.

TCP/IP start procedure:

The CTRACE PARMLIB member can be specified in the TCP/IP start procedure or
on the START command. The sample TCPIPROC start procedure specifies member
name CTIEZBO0O. Specifying the member name on the START command depends
on how the TCP/IP start procedure is coded.

The following example illustrates overriding the PARMLIB member name using
the sample TCPIPROC start procedure.

S TCPIPROC,PARM="'CTRACE(CTIEZBAN)'

Use the TRC option to specify the suffix of the SYSI.PARMLIB member for
SYSTCPIP CTRACE initialization. The TRC option appends the two letters to
CTIEZB. The full member name is CTIEZBxx. The default value is 00. In this
example, the PARMLIB member for SYSTCPIP is CTIEZBAN, an equivalent
command is

S TCPIPROC,PARM="'TRC=AN"

Use the IDS option to specify the suffix of the SYSI.PARMLIB member for
SYSTCPIS CTRACE initialization. The IDS option appends the two letters to
CTIIDS. The full member name is CTIIDSxx. The default value is 00.

S TCPIPROC,PARM="IDS=AN"
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You can specify multiple parameters. If you specify both the CTRACE and TRC
parameters, the parameter that appears last in the parameter string is used.

TRACE command:

Use the MVS TRACE command to start, modify, or stop the trace after TCP/IP has
been started. The TRACE command replaces all prior settings except the buffer
size. When modifying the options, be sure to specify the SOCKAPI option.

The examples below show how to start the trace.

The SUB option is the subtrace name, which for TCP/IP, is the job name of the
stack ( this is the TCP/IP start procedure name). In the following examples, the
subtrace is TCPIPROC (the name of the sample procedure), and the variable fields
are in lowercase.

To activate the trace with just the SOCKAPI option, code the following:

TRACE CT,ON,COMP=SYSTCPIP,SUB=(tcpiproc)
R n,JOBNAME=(ezasokjs),OPTIONS=(sockapi),end

To specify a PARMLIB member, which contains the trace options, code the
following:

TRACE CT,ON,COMP=SYSTCPIP,SUB=(tcpiproc),PARM=ctiezban

To stop the trace, either use the TRACE CT,OFF command or reissue the TRACE
CT,ON command with different parameters.

The following is an example of the OFF option:
TRACE CT,OFF,COMP=SYSTCPIP,SUB=(tcpiproc)

When using the TRACE command, be sure to notice message ITT038I, which
indicates whether the command was successful or not. The following is an
example of ITTO38I:

14.11.29 ITTO38I NONE OF THE TRANSACTIONS REQUESTED VIA THE TRACE CT
COMMAND WERE SUCCESSFULLY EXECUTED.

or
14.11.40 1ITTO38I ALL OF THE TRANSACTIONS REQUESTED VIA THE TRACE CT
COMMAND WERE SUCCESSFULLY EXECUTED.

See [z/OS MVS System Commands|for more information about the TRACE
command.

External writer:

If the trace is active, it is always written to an internal buffer (whose size is set to
BUFSIZE during TCP/IP initialization). The internal buffer is available only in a
dump of TCP/IP. Optionally, the trace can also be written to an external data set
using the MVS CTRACE external writer. If you use an external writer, the trace
records are copied to a data set.

To use an external writer, you must create a procedure that specifies the job to run
(the external writer) and the trace output data sets. Also, see [z/OS MVS Diagnosis:|
[Tools and Service Aids|for more information about CTRACE, the external writer
(including a sample procedure), dispatching priority for the external writer job,
and wrapping.

The external writer must be started before the trace can be activated. The trace
must be inactivated before the writer can be stopped. The writer must be stopped
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before the data set can be formatted or transferred. For example, here is a sequence
of commands for using an external writer procedure named ctw:
TRACE CT,WTRSTART=ctw

TRACE CT,ON,COMP=SYSTCPIP,SUB=(tcpiproc)
R n,JOBNAME=(ezasokjs),OPTIONS=(sockapi),WTR=ctw,end

<run application being traced>

TRACE CT,OFF,COMP=SYSTCPIP,SUB=(tcpiproc)
TRACE CT,WTRSTOP=ctw

The external data set (specified in the procedure "ctw") is now available for
formatting.

Filtering options when recording the trace:
Options for filtering include the following:

Component
Required - SYSTCPIP for SOCKAPL

Subtrace
Required - TCP/IP stack name.

Trace option
Highly recommended to limit the tracing to the SOCKAPI option. You can
also filter on this option when formatting the trace.

Jobname
Highly recommended for socket applications to limit the trace to one
application. You can also filter on this option when formatting the trace.

ASID Highly recommended as an alternative to the job name if the application
has already started running (otherwise, the ASID is unknown). You can
also filter on this option when formatting the trace.

IP address
Recommended only for certain scenarios (see discussion below). The IP
address is a filtering option when formatting the trace.

Port Recommended only for certain scenarios (see discussion below). The port
number is a filtering option when formatting the trace.

If trace data for multiple applications is collected in the same data set or in a
dump, the trace output should be filtered so that application programmers see
only the data for their applications for security reasons.

Use the IP address and Port options to filter the trace, both when collecting the
trace and when formatting the trace. Generally, it is best to collect all the
application records to avoid having to re-create the problem. After the records are
collected, you can filter the records various ways when formatting the trace.

An example scenario in which you would only want to collect records for one IP
address is if there is a problem with a particular remote client, and the local
application has many clients. If you tried to record the trace records for all clients,
there could be a lot of data and the trace could wrap, thus overwriting older
records. Note that if you specify an IP address when collecting the trace, the trace
records with no IP address are also collected. So you get all the records for the
problem client, and some other client records.

An example scenario, in which you would only want to collect records for one port
number, is if there is a problem with a server on one port. If you specify a port
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number when collecting the trace, the trace records with no port number are also
collected. You get all the records for the problem server application, and some
other applications' records.

IP address/port filtering, when specified, has a varying effect depending on the
type of socket call being traced. |[Table 13| describes the effect of IP address/port

filtering for the different types of socket API calls. The Yes or No specified in
columns 2 and 3 indicates whether local port filtering and remote IP address
filtering can be activated for the socket calls in column 1. Yes means that if a filter
is set, only the calls matching that filter are collected. No means that whether a
filter is specified, all the calls are collected (no filtering is done).

Table 13. IP address and port filtering effect on different types of socket API calls

Filtering active?
Socket call

Local port Remote IP address

ACCEPT Yes No (1)
BIND Yes/No (2) No

CONNECT Yes/No (3) Yes

CANCEL No No
FREEADDRINFO
GETADDRINFO
GETCLIENTID
GETHOSTBYADDR
GETHOSTBYNAME
GETHOSTID
GETHOSTNAME
GETNAMEINFO
INITAPI
RECVFROM
RECVMSG

SELECT

SELECTEX
SENDMSG
SENDTO

SOCKET
TAKESOCKET
TERMAPI

LISTEN Yes No
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Table 13. IP address and port filtering effect on different types of socket API
calls (continued)

Filtering active?

Socket call
Local port Remote IP address

CLOSE Yes Yes
GETPEERNAME
GETSOCKNAME
GETSOCKOPT
GIVESOCKET
FNCTL

IOCTL

READ

READV

RECV
SHUTDOWN
SEND
SETSOCKOPT
WRITE

WRITEV

Where Yes is indicated in [Table 13 on page 81 the assumption is made that the
information necessary for the filtering option is available. For example, if a SEND
is issued on a socket that is not bound or not connected, no filtering takes place. In
addition, the following describe some of the special considerations for the different
socket calls in the previous table.

1. Even though the remote IP address is available after an ACCEPT call, it is not
used for filtering the exit ACCEPT trace record. This is done to avoid confusion
where the entry trace record for ACCEPT would not be filtered, but the exit
trace record would.

2. Assumes a BIND issued for a nonzero port. If a BIND is issued for port 0
(meaning an ephemeral port is assigned by TCP/IP), no filtering takes place for
this BIND call.

3. If the socket is bound at the time of the CONNECT, local port filtering is
honored. Otherwise, the CONNECT is not subject to local port filtering.

Monitoring the trace:

Use the MVS DISPLAY TRACE command to check the trace options currently in
effect. The following example is an example of a console showing the display
command and the resulting output (the line numbers were added for discussion
reference).

1 14.27.14 D TRACE,COMP=SYSTCPIP,SUB=(tcpiproc)
2 14.27.14 1EES8431 14.27.14 TRACE DISPLAY

3 SYSTEM STATUS INFORMATION

4 ST=(ON,0064K,00064K) AS=ON BR=OFF EX=ON MT=(ON,064K)
5. TRACENAME

6. s========

7 SYSTCPIP

8 MODE BUFFER HEAD SUBS

9 =====================
10. OFF HEAD 1
11. NO HEAD OPTIONS

12. SUBTRACE MODE BUFFER HEAD SUBS
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14. TCPIPROC ON  0008M

15. ASIDS *NONE=
16. JOBNAMES ~ EZASOKJS
17. OPTIONS SOCKAPI
18. WRITER CTwW

For component SYSTCPIP, do not be misled by line 10 in the example. It always
says the trace is off because TCP/IP uses the subtrace for all tracing. The subtrace
TCPIPROC on line 14 indicates the actual state of the trace. In this example, the
trace is active (ON) with an internal buffer size of eight megabytes and only the
SOCKAPI option is active. Only one application (EZASOK]S) is being traced and
the trace is being written to an external writer.

Line Description

1 The MVS DISPLAY TRACE command. For more information about this
command, see [z/OS MVS System Commands]

2-4 These are explained in [z/0OS MVS System Messages, Vol 1 (ABA-AOM)| for
IEE843I.

5-7 Show that this is the CTRACE component SYSTCPIP.

8-11  These are not applicable for TCP/IP because TCP/IP uses only the
subtrace facility of the MVS CTRACE service. Instead of activating a global
trace, the trace options are specified for each stack individually. Thus, there
can be multiple TCP/IP stacks with different CTRACE options. Note
however that line 10 is useful — it shows that there is one subtrace
(meaning one TCP/IP stack is active).

14 Shows the "subtrace" name is the TCP/IP procedure name (TCPIPROC in
this example), whether the trace is active (MODE=ON), and the buffer size
is eight megabytes. The buffer size is the number of bytes that is used for
recording the trace.

15-16 Show the ASID and JOBNAME filtering values. If any ASIDs or
JOBNAMEs are listed, only those trace entries matching the ASID or
JOBNAME are collected. "ASIDS *NONE*" indicates that all address spaces
are being traced (there is no filtering).

17 Shows the specific options that are active, as specified in the TRACE
command or in the CTIEZBxx PARMLIB member. If port or IP address
filtering were active, they would appear on this line.

18 Shows the external writer is inactive. If the writer is active, the writer
procedure name is shown instead of *NONE*.

Capturing the trace:

If you use only the internal buffer, you must obtain a dump of TCP/IP to view the
CTRACE records. It is usually a good idea to also capture the application address
space. For example, using the MVS DUMP command, type the following
commands.

Tip: The SDATA options specified are appended to other options.

The SDATA options shown here are the generally recommended options.

DUMP COMM=(Sample dump for SOCKAPI)

R n,JOBNAME=(tcpiproc,ezasokjs),CONT

R n,SDATA=(ALLNUC,CSA,LPA,LSQA,RGN,SWA,SQA,TRT),CONT
R n,END

Notes:
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* You can type the first three commands in advance, and you can then just type
the fourth command at the correct moment to capture the events.

« If you use the external writer, |“External writer” on page 79,)explains how to
capture the trace in a data set.

Formatting the SOCKAPI trace option

Use the IPCS CTRACE command to format the trace, both for a dump and for an
external writer. Interactively, you can either type the CTRACE command on the
IPCS Command panel or you can use the panel interface. IPCS is also available in
batch. Whichever interface you choose, for TCP/IP we recommend using the
CTRACE QUERY command to find out what subtraces are contained in the data
set. For example, the CTRACE QUERY(SYSTCPIP) SHORT command produced the
following output:

COMPONENT TRACE QUERY SUMMARY

COMPONENT SUB NAME

0001. SYSTCPIP TCPSVT
0002. SYSTCPIP TCPSVT3
0003. SYSTCPIP TCPSVTL
0004. SYSTCPIP TCPSVT2

There are several filters available that can help to limit the amount of data
formatted. In addition to the CTRACE options (start and stop time, and such)
provided by IPCS, there are some options specifically for TCP/IP:

DUCB Not applicable for SOCKAPI. (DUCB is an internal TCP/IP token.)

CID (connection identifier)
Not applicable for SOCKAPIL

IPADDR
Use for SOCKAPI. Specify the IPv4 addresses in dotted decimal format,
with an optional prefix value (1 to 32) or a subnet mask in dotted decimal
form. Specify the IPv6 address in colon-hexadecimal notation (or in a
combination of colon-hexadecimal and dotted decimal for IPv4-mapped
IPv6 addresses), with an optional prefix value (1 to 128). Several socket
calls do not use an IP address. To see the trace records without an IP
address (or with an IP address of all zeros), specify zero for one of the
IPADDR values. For example, IPADDR(0,9.67.113/24) formats all CTRACE
records with an IP address of 000.000.000.000 and formats all CTRACE
records with an IP address of 009.067.113.%, where * is any number from 0
to 255.

PORT Use for SOCKAPI. Specify the port number in decimal. Several socket calls
do not have an associated port number, such as INITAPI and SOCKET. To
see the trace records without a port (or with a port of 0), specify zero for
one of the port values. For example, PORT(0,389,1925).

You can save the formatted output to the IPCSPRNT data set.

If the formatted output does not contain the records you expect:

* In a dump, you can check the options specified when recording the trace by
using the TCPIPCS TRACE command to display the TCP/IP CTRACE filtering
options in effect. This also indicates whether any records were lost. See
[Chapter 6, “IPCS subcommands for TCP/IP,” on page 175 for more information
about the TCPIPCS TRACE command.
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* For either a dump or an external writer data set, use the CTRACE QUERY
command to see what tracing was in effect (subtrace name, start and stop times).
For a dump, this command also shows the buffer size and options. For example,
the command CTRACE QUERY(SYSTCPIP) SUB((TCPIPROC)) FULL command
produced the following output for a dump:

COMPONENT TRACE QUERY SUMMARY
COMP (SYSTCPIP)SUBNAME ( (TCPIPROC))
START = 01/10/2000 19:49:21.234490  GMT

STOP 01/10/2000 19:51:51.360653
Buffer size: 0256K

OPTIONS: ACCESS ,OPCMDS ,0PMSGS ,QUEUE  ,ROUTE  ,INIT »S0CKAPT ,SOCKET

OPTIONS: MINIMUM

For TCP/IP, the first line of "options" (showing ACCESS) is the applicable one.
This shows the options as specified on the command line or in the CTIEZBxx
PARMLIB member.

See [z/OS MVS IPCS User's Guide| for more information about CTRACE
formatting. See [z/OS MVS IPCS Commands| for more information about the
CTRACE command.

Reading and interpreting the SOCKAPI trace option

The SOCKAPI trace records trace the input and output parameters for most of the
API calls. The API calls not traced are GETIBMOPT, TASK, GLOBAL, NTOP,
PTON, and any API calls that fail before the trace point is reached. (An API call
fails if module EZBSOHO03 cannot be located, if EZBSOHO03 is unable to obtain
storage, and so on.) In addition to tracing API calls, trace records are created for a
few special situations (Default INITAPI and Unsolicited Event exit being driven).
For API calls, there is an Entry record describing the input parameters, and an Exit
record describing the output parameters (with some input parameters repeated for
clarification). For asynchronous calls, there is also an Async Complete
(Asynchronous Complete) record (see [“Examples of SOCKAPI trace records” on|

The following examples include:

* A SOCKAPT trace record

* Trace records for asynchronous applications
* Resolver API calls

* External IOCTL commands

e API Call with an IOV parameter
* Default INITAPI

* Default TERMAPI

* SELECT

* SELECTEX

» Token error

e Unsolicited event exit

A SOCKAPI trace record:
A typical SOCKAPI record is shown below. This example is a READ Entry.
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The lines are numbered for discussion reference only. The description for each line
is for the example shown. Lines 1-5 are the separator and header lines that exist
for all SOCKAPI trace records. Lines 6-7 are optional header lines.

The parameters for the specific call follow the header lines. For Entry records, the
input parameters are shown. For Exit and Asynchronous Complete records, the
output parameters are shown and some input parameters might also be shown for
reference. Parameters are only formatted if they were specified in the call (optional
parameters not supplied are not formatted). The parameters are listed in a_specific
order for consistency. The parameter names are the same as the names in |z/ O§|

Communications Server: IP Sockets Application Programming Interface Guide and|

Reference| with a few exceptions; for example, S is formatted as SOCKET. The
parameter name, value, and address are shown on one line if the value fits.
Numeric parameter values are in decimal unless followed by a lowercase x

indicating hexadecimal. Whenever possible, the values are interpreted (such as
ERRNO) for reference.

I. ===========================s======ssssss==sssssss===s=s=sss==========00007FE8
2 MVS026 SOCKAPI ~ 60050042 19:31:08.338135 READ Entry

3. HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKGS

4. TCB...... 006E6AG8 TIE...... 00008DF8 PLIST..00008EOC DUCB..... 0000000C KEY..8
5. ADSNAME..GTASOKGS SUBTASK..MACROGIV TOKEN....7F6F3798 09902FBO
6. LOCAL PORT..12035 IPADDR.. 9.67.113.58

7. REMOTE PORT..1034 IPADDR.. F901::32E1

8 REQAREA..: 00008D90x Addr..00008D90
9.  SOCKET...: 1 Addr..00008A38
10.  NBYTE....: 40 Addr..00008A34
I11.  ALET.....: 00000000x Addr..000089A8
12. BUF......: (NO DATA) Addr..000089A8

Line  Description

1 This separator line shows the previous SYSTCPIP component trace record
number in hexadecimal.

2 The first data line has the host name (MVS026), trace option (SOCKAPI),
trace code (60050042), time, and trace record name.

3 The home, primary, and secondary ASIDs are always the same value
(application's ASID) for the SOCKAPI trace option. The job name is also
shown.

4 The MVS TCB address is shown. TIE (Task Interface Element) is the value

of the TASK parameter on the EZASMI macro. The TIE is described in
z/0OS Communications Server: IP Sockets Application Programming]
[nterface Guide and Reference| The parameter list address and DUCB are
shown. Multiple concurrent calls can use the TIE; if so, they must have a
different PLIST. The key is the 4-bit storage key from the PSW.

5 The ADSNAME (from the INITAPI call) is formatted in EBCDIC. The
subtask name (from the INITAPI call) is formatted in EBCDIC if possible;
otherwise, it is formatted in hexadecimal. The token is an 8-byte value,
which identifies the INITAPI call instance.

6-7 If applicable, the ports and IP addresses are shown. The ports are
formatted in decimal; the IP addresses are in dotted decimal.

8 The REQAREA parameter is shown because it was specified by the
application. This is the 4-byte token presented to the application's exit
when the response to the function request is complete. At the far right, the
address in the application program of the REQAREA parameter is shown.

9 The SOCKET parameter is formatted in decimal. Its address is also shown.
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10 The NBYTE parameter (number of bytes to be read) is formatted in
decimal, followed by its address.

11 The ALET parameter is formatted in hexadecimal, followed by its address.

12 The BUF parameter currently has no data (because no data has been read)
but its address is shown. In the READ Exit (or READ Async Complete)
record, if the call was successful, the first 96 bytes of the data are also
shown.

Examples of SOCKAPI trace records:
This topic includes descriptions and examples of the SOCKAPI trace records.

* [“Successful API Call’|
* [“API call fails synchronously” on page 88|

* [“API call fails synchronously with parameter not addressable” on page 8g

* [“API call fails synchronously with diagnostic reason code” on page 83

« |[“Resolver API calls” on page 89

+ |“External IOCTL commands” on page 91|

[“API call with an IOV parameter” on page 91|
[“Default INITAPI” on page 92|

[“Default TERMAPI” on page 92|

[“SELECT” on page 92|

[“SELECTEX” on page 93

[“Token Error” on page 93|

* [“Unsolicited event exit” on page 94|

Successful API Call:

For asynchronous APlIs, the Exit record merely indicates whether the call was
acceptable. The contents of general-purpose register 15 are displayed to indicate
this. The Asynchronous Complete record shows the actual results of the call. In
addition to the output parameters, several interesting values are traced, including
the contents of general-purpose register 0, the pointer to the asynchronous exit
routine, the token passed to the asynchronous exit, the key in which the
asynchronous exit was invoked, and the authorization state in which the exit is
invoked. These values are not parameters on the GETHOSTID call, so their
addresses are not shown. In this example, note also that the return code is
formatted in dotted decimal and the meaning of the return code is provided.

Note: The API call might complete synchronously, in which case the Async
Complete trace record might appear in the trace prior to the Exit record.
:::::::::::::========::::::::::::::::=======::::::::================00007301
MVS026 SOCKAPI ~ 60050012 19:27:08.111729  GETHOSTID Exit
HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKOS

TCB...... 006E6A68 TIE...... 00006DF8 PLIST..00006E0C DUCB..... 0000000C KEY..8

ADSNAME . . EZASOKOS SUBTASK..00000000 00000000 TOKEN. ...7F6F3798 09902FBO
REQAREA..: 00006D90x Addr. .00006D90
R15..... : 0 (CALL ACCEPTED)

:::::::::::::::::::::=======================::::::::::::::::========00007805
MVS026 SOCKAPI ~ 60050032 19:27:08.111741  GETHOSTID Async Complete
HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKOS

TCB...... 006E6A68 TIE...... 00006DF8 PLIST..00006E0C DUCB..... 0000000C KEY..8

ADSNAME . . EZASOKOS SUBTASK..00000000 00000000 TOKEN. ...7F6F3798 09902FBO
REQAREA..: 00006D90x Addr. .00006D90
RO.......: Ox (NORMAL RETURN)

ASYNC PTR: 00006B1C
EXIT TOKEN: 00006B98x
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EXIT KEY.: 8x
AUTHORIZATION STATE: PROBLEM
RETCODE..: 9.67.113.58 (HOST IP ADDRESS) Addr..00006EB4

API call fails synchronously:

An asynchronous API call might fail synchronously or asynchronously. In this
example, the WRITE call error was detected in the synchronous processing, so
general-purpose register 15 has a nonzero value. The ERRNO value is interpreted
(in this case, the NBYTE parameter on the WRITE call had a value of zero, which
is not acceptable).

Note: The ERRNO value is the TCP/IP Sockets Extended Return Code. See
Communications Server: IP and SNA Codes for information about TCP/IP Sockets
Extended Return Codes.
=======sssssssssssssssssssssssssssssssssssssssssssssss==============00007B93

MVS026 SOCKAPI ~ 60050057 19:27:13.817195 WRITE Exit
HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKOS

TCB...... 006E6AGS TIE...... 00006DF8 PLIST..00006EOC DUCB..... 00000009 KEY..8
ADSNAME. . EZASOKOS SUBTASK..00000000 00000000 TOKEN....7F6F3798 09902FBO
LOCAL PORT..11007 IPADDR.. 9.67.113.58
REMOTE PORT..1031 IPADDR.. 9.67.113.58
REQAREA..: 00006D90x Addr..00006D90
SOCKET...: 1 Addr..00006BDC
R15......: NON-ZERO (CALL WAS NOT ACCEPTED)
ERRNO....: 10184 (EIBMWRITELENZERO) Addr..00006EBO
RETCODE..: -1 Addr..00006EB4

API call fails synchronously with parameter not addressable:

If a parameter specified in the API call is not addressable by TCP/IP when
creating the SOCKAPI record, the string (** PARAMETER NOT ADDRESSABLE **)
is shown instead of the parameter value. The parameter address is shown at the
far right, as usual.

======================s==ssssssssssssssssssssssssssssssssss=s=s=======00021347A
VIC102 SOCKAPI ~ 60050050 17:36:51.302111  SEND Entry

HASID....0026 PASID....0026 SASID..0026 JOBNAME. .USER2
TCB...... 006D6D50 TIE...... 0000BDF8 PLIST..0000BEOC DUCB..... 00000009 KEY..8
ADSNAME. .USER2 SUBTASK. .EZASOKEC TOKEN. ...7F755798 09806FBO
LOCAL PORT..0 IPADDR ..0.0.0.0

REMOTE PORT..11007 IPADDR ..9.37.65.134

SOCKET...: 0O Addr..0000BA50
NBYTE....: 96 Addr..0000BA6C
BUF......: (*x PARAMETER NOT ADDRESSABLE =*x*) Addr..00015F38
FLAGS....: 0 (NONE) Addr..0000BC0O4

API call fails synchronously with diagnostic reason code:
If the API call does not complete successfully, the return code, ERRNO value (in
decimal and interpreted), and possibly a diagnostic reason code are shown. The
first two bytes of the diagnostic reason code are a qualifier (IBM internal use only).
The last two bytes of the diagnostic reason codes are the UNIX ERRNO]JR values
described in z/OS Communications Server: IP and SNA Codes}
s=s=ssssssssssssssssssssssssssssssssssssssssssssssssssssss==========(00085C1

MVS026 SOCKAPT ~ 60050004 19:36:01.934828  ACCEPT Exit
HASID....01F6 PASID....01F6 SASID..01F6 JOBNAME. . EZASOKUE

TCB...... 006E6A68 TIE...... 00006DFO PLIST..00006E04 DUCB..... 0000000D KEY..8
ADSNAME. .EZASOKUE SUBTASK..EZASOKUE TOKEN....7F6F3798 09902FB0O
LOCAL PORT..11007 IPADDR ..9.67.113.58
REMOTE PORT..0 IPADDR ..0.0.0.0
REQAREA..: 00000000x Addr..00006D80
SOCKET...: 0 Addr..00006BA8
NAME.....: (NO DATA) Addr. .00006BAC
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DIAG. RSN: 76620291x
ERRNO....: 5 (EIO) Addr..00006EA8
RETCODE..: -1 Addr..00006EAC

Resolver API calls:
The GETHOSTBYADDR and GETHOSTBYNAME IPv4 Resolver API calls use the
HOSTENT structure described in the calls in [z/OS Communications Server: IP|
Sockets Application Programming Interface Guide and Reference] As shown in the
following GETHOSTBYADDR Exit trace example, the HOSTENT address is shown
on one line, and the contents of the HOSTENT structure are described on separate
lines. There can be multiple aliases and host addresses; each one is listed
separately. In this example, there are two aliases.
============s=======s=ss==sss=s===sss=s===ss=ss====s=s==============000051CB

MVS026 SOCKAPI ~ 60050066 19:02:01.426345  GETHOSTBYADDR Exit

HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKGH

TCB...... 006E6A68 TIE...... 00007DF8 PLIST..00007EGC DUCB..... 0000000A KEY..0
ADSNAME. .EZASOKGH SUBTASK..00000000 00000000 TOKEN. ...00000000 09902FBO
HOSTENT..: Addr. .00005F08
HOSTNAME. : Addr. .00005F30
Loopback
FAMILY...: 2 Addr..00005F10
ADDR LEN.: 4 Addr..00005F14
HOSTADDR.: 127.0.0.1 Addr..00005F54
ALIAS....: LOOPBACK Addr. .00005F3C
ALIAS....: LOCALHOST Addr. .00005F48
RETCODE..: 0 Addr..00007EB4

The GETADDRINFO for IPv4 or IPv6 Resolver API shows that the call is
requesting the IP address for the host (node) name MVS150. No service name is
provided. GETADDRINFO exit shows that the hostname was resolved to the IPv4
address 9.67.113.117. These fields are described in the Macro and CALL section in
z/0OS Communications Server: IP Sockets Application Programming Interface|
Guide and Reference|
====ssss==sssssssssssssssssssssssssssssssssssssssssssss=============0000134C
MVS150 SOCKAPI ~ 6005006D 15:06:07.294268  GETADDRINFO Entry
HASID....002D PASID....002D SASID..002D JOBNAME. . USERIX

TCB...... 007F63BO TIE...... OA90AAD8 PLIST..0A90AAEC DUCB..... 00000009 KEY..8
ADSNAME. ......... SUBTASK. .EZAS06CS TOKEN....7F694220 OA97EFBO
NODELEN..: 6 Addr. .0A973490
NODE.....: Addr. .0A973390
MVS150
SERVLEN..: © Addr. .0A9734B8
SERVICE..: (NO DATA) Addr..0A973498
HINTS....: 0OA913F70x (ADDRINFO Address) Addr..0A913F90
ADDRINFO Structure..:
AF....... 0 (AF_UNSPEC) FLAGS..... 00000002x
SOCTYPE.. 0 (UNKNOWN) PROTO..... 0 (IPPROTO_IP)
NAME..... 00000000x NAMELEN... O
CANONNAME  00000000x NEXT...... 00000000x
CANNLEN..: (NO DATA) Addr..0A9734C0
RES......: (NO DATA) Addr..0A913F94
===========================s========================================(0000134D

MVS150 SOCKAPT ~ 6005006E 15:06:09.997756  GETADDRINFO Exit
HASID....002D PASID....002D SASID..002D JOBNAME. .USERIX

TCB...... 007F63BO TIE...... OA90AAD8 PLIST..0A90AAEC DUCB..... 00000009 KEY..8
ADSNAME. ......... SUBTASK. .EZAS06CS TOKEN....7F694220 OA97EFBO
HINTS....: 0OA913F70x (ADDRINFO Address) Addr. .0A913F90
ADDRINFO Structure..:

AF....... 0 (AF_UNSPEC) FLAGS..... 00000002x

SOCTYPE.. O (UNKNOWN) PROTO..... 0 (IPPROTO_IP)

NAME..... 0002111Cx NAMELEN... 0

PORT.... © IPADDR.... 0.0.0.0
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FAMILY.. 0O (UNKNOWN) RESERVED.. 0000000000000000x

CANONNAME  00000000x NEXT...... 00000000x
CANNLEN..: 22 Addr. .0A9734C0
RES......: 0002111Cx (ADDRINFO Address) Addr..0A913F94
ADDRINFO Structure..:
AF....... 2 (AF_INET) FLAGS..... 00000000x
SOCTYPE.. 1 (STREAM) PROTO..... 0 (IPPROTO_IP)
NAME..... 0002114Cx NAMELEN... 16
PORT.... © IPADDR.... 9.67.113.117
FAMILY.. 2 (AF_INET) RESERVED.. 0000000000000000x
CANONNAME  0002101Cx NEXT...... 00000000x

MVS150.raleigh.ibm.com

The FREEADDRINFO for IPv4 or IPv6 Resolver API call displays the RES
(ADDRINFO) structure that is freed. This field is in the Macro and CALL section
in [z/OS Communications Server: IP Sockets Application Programming Interface|
(Guide and Reference]

=======================Ss==Ss=sSsssSsssssssssssssssssssss=sss=ss==========2(000134E
MVS150 SOCKAPI ~ 6005006F 15:06:09.998002  FREEADDRINFO Entry
HASID....002D PASID....002D SASID..002D JOBNAME. .USER1X
TCB...... 007F63BO TIE...... OA90AAD8 PLIST..0A90AAEC DUCB..... 00000009 KEY..8
ADSNAME.......... SUBTASK. .EZAS06CS TOKEN....7F694220 OA97EFBO
ADDRINFO.: 0002111Cx (ADDRINFO Address) Addr..0A913F94
ADDRINFO Structure..:
AF....... 2 (AF_INET) FLAGS..... 00000000x
SOCTYPE.. 1 (STREAM) PROTO..... 0 (IPPROTO_IP)
NAME..... 0002114Cx NAMELEN... 16
PORT.... O IPADDR.... 9.67.113.117
FAMILY.. 2 (AF_INET) RESERVED.. 0000000000000000x
CANONNAME  0002101Cx NEXT...... 00000000x
MVS150.raleigh.ibm.com
=================s==s====s==sS==sS==sSs===s==ss==ss==s=sss==s==s==========(000134F

MVS150 SOCKAPI ~ 60050070 15:06:09.999021  FREEADDRINFO Exit
HASID....002D PASID....002D SASID..002D JOBNAME. .USERIX

TCB...... 007F63BO TIE...... OA90AAD8 PLIST..OA90AAEC DUCB..... 00000009 KEY..8
ADSNAME. ......... SUBTASK. .EZAS06CS TOKEN....7F694220 OA97EFBO

The GETNAMEINFO for IPv4 or IPv6 Resolver API shows that the call is
requesting the name of the IPv6 address ::1 and the service name for port 1031.
GETNAMEINFO Exit shows that the IP address was resolved to the name
loopéint.resdns.ibm.com and no service name was found for port 1031 (hence the
service name is the input port number). These fields are in the Macro and CALL
section in |z/OS Communications Server: IP Sockets Application Programming]
[[nterface Guide and Reference|
====sssss=sssssssssssssssssssssssssssssss=ssssss==s=sssss============0000135F
MVS150 SOCKAPI ~ 6005006B 15:06:45.481639  GETNAMEINFO Entry
HASID....0025 PASID....0025 SASID..0025 JOBNAME. .USER1Y

TCB...... 007F62F8 TIE...... 0A903AD8 PLIST..0A903AEC DUCB..... 00000008 KEY..8
ADSNAME. ......... SUBTASK. .EZS06CC TOKEN....7F6E2220 0A977FBO
NAMELEN..: 28 Addr..0A96(C348
NAME.....: Addr. .0A96(C500
PORT... 1031 IPADDR.. ::1

FAMILY. 19 (AF_INET6) LENGTH.. 0
FLOWINFO. 00000000x  SCOPID.. 00000000x

HOSTLEN..: 255 Addr. .0A96C450
HOST.....: (NO DATA) Addr..0A96(C350
SERVLEN..: 32 Addr..0A96(C478
SERVICE..: (NO DATA) Addr..0A96(C458
FLAGS....: 00000004x Addr..0A96C480
========s=ssssssssssssssssssssssssssssssssssssssssassssss=s==========00001360

MVS150 SOCKAPI ~ 6005006C 15:06:46.707053  GETNAMEINFO Exit
HASID....0025 PASID....0025 SASID..0025 JOBNAME. .USER1Y

TCB...... 007F62F8 TIE...... 0A903AD8 PLIST..0A903AEC DUCB..... 00000008 KEY..8
ADSNAME. ......... SUBTASK. .EZS06CC TOKEN....7F6E2220 OA977FBO
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HOSTLEN..: 23 Addr..0A96C450

HOST.....: Addr. .0A96C350
loop6int.resdns.ibm.com

SERVLEN..: 4 Addr. .0A96C478

SERVICE..: 1031 Addr..0A96(C458

FLAGS....: 00000004x Addr. .0A96C480

External IOCTL commands:
For external IOCTL commands, the command name is interpreted. For IBM

internal-use-only commands, the hexadecimal value of the command is shown. The
input and output for each command can differ. In this example, the SIOCGIFCONF
command requests the network interface configuration. The exit record shows the

call was successful (the return code is zero) and the network interface
configuration is shown.

====================================================================(00001734
MVS026 SOCKAPI ~ 6005001F 20:42:44.805938 IOCTL Entry
HASID....19 PASID....19 SASID..19 JOBNAME. . USER1
TCB...... 006AFD40 TIE...... 68DF8 PLIST..00068EOC DUCB..... 00000008 KEY..8
ADSNAME. .USER1 SUBTASK. .00000000 00000000 TOKEN....7F67F798 0A2B4FBO
LOCAL PORT..11007 IPADDR ..9.67.113.58
REMOTE PORT..0 IPADDR ..0.0.0.0
SOCKET...: 0 Addr. .000685A0
COMMAND..: SIOCGIFCONF Addr..0006782C
REQARG...: Addr..00068928
BUFFER LENGTH.. 99
====================================================================(0000323
MVS026 SOCKAPI ~ 60050020 20:42:44.806101  IOCTL Exit
HASID....19 PASID....19 SASID..19 JOBNAME. .USER1
TCB...... 006AFD40 TIE...... 68DF8 PLIST..00068EOC DUCB..... 00000008 KEY..8
ADSNAME. .USER1 SUBTASK. .00000000 00000000 TOKEN....7F67F798 0A2B4FBO
LOCAL PORT..11007 IPADDR ...9.67.113.58
REMOTE PORT..0 IPADDR ...0.0.0.0
SOCKET...: 0 Addr. .000685A0
COMMAND..: SIOCGIFCONF Addr..0006782C
RETARG...: Addr..000685C4
Socket Name.. TR1
PORT.... © IPADDR.... 9.67.113.58
FAMILY.. 2 (AF_INET) RESERVED.. 0000000000000000x
RETCODE..: © Addr..00068EB4

API call with an IOV parameter:
The IOV parameter is an array of structures used on the READV, RECVMSG,

SENDMSG, and WRITEV API calls. Each structure contains three words: the buffer

address, the ALET, and the buffer length. Each IOV entry is shown on one line.

When there is data available (READV Exit, RECVMSG Exit, SENDMSG Entry, and
WRITEV Entry), some of the buffer data is also displayed. A maximum of 96 bytes

of data are displayed.

In the READV Exit example, three IOV entries were specified, but only two were

used. All the data is displayed because the total is less than 96 bytes.

==============s===s================================s==================(0001773
MVS026 SOCKAPI ~ 60050045 19:19:20.954789  READV Exit

HASID....0024 PASID....0024 SASID..0024 JOBNAME. . EZASOKKS

TCB...... 006E6A68 TIE...... 00007DF8 PLIST..00007E0C DUCB..... 00000008 KEY..8
ADSNAME. . EZASOKKS SUBTASK. .EZASOKKS TOKEN....7F6F3798 09902FB0O
LOCAL PORT..11007 IPADDR ..9.67.113.58
REMOTE PORT..1032 IPADDR ..9.67.113.58
REQAREA..: 00007D90x Addr..00007D90
SOCKET...: 1 Addr..0000776C
IOVCNT...: 3 Addr..000077B4
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IOVENTRY.: LENGTH..10 ALET..0Ox Addr..00007890

+0000 E38889A2 4089A240 8396 | This is co
IOVENTRY.: LENGTH..10 ALET..0Ox Addr..0000789A
+0000 99998583 A34B | rrect.
IOVENTRY.: LENGTH..10 ALET..0Ox Addr..000078A4
RETCODE..: 16 BYTES TRANSFERRED Addr..00007EB4

Default INITAPI:
An explicit INITAPI call is not required prior to some API calls, so TCP/IP creates
a default INITAPL (Seez/OS Communications Server: IP Sockets Application|
[Programming Interface Guide and Reference|for the complete list.) The default
INITAPI record is traced after the Entry record for the API call that caused the
default INITAPI to occur. There is just one record for this event (no Exit record).
============sssss=====sssss=sssssss=s====sss====ssss==================000077EC
MVS026 SOCKAPI ~ 60050040 19:24:11.552924  Default INITAPI

HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKSX

TCB...... 006E6A68 TIE...... 00007DFO PLIST..00007E04 DUCB..... 0000000A KEY..8
ADSNAME. . EZASOKSX SUBTASK..00000000 00000000 TOKEN....7F6F3798 09902FBO
MAXSNO...: 49

APITYPE..: 2

RETCODE..: ©

Default TERMAPI:
Usually, an application ends the connection between itself and TCP/IP by issuing
the TERMAPI call. But sometimes, the connection ends for another reason, such as
the application being canceled. In this case, TCP/IP issues a default TERMAPI. The
default TERMAPI is traced in a SOCKAPI trace record. There is just one record for
this event (no Exit record).
m======sssssssssmssossssssssssssssssssssssssssssss================00000168

MVS026 SOCKAPT ~ 60050069 22:46:48.185419 Default TERMAPI

HASID....01F9 PASID....01F9 SASID..01F9 JOBNAME. . EZASOKQS

TCB...... 006E6AB8 TIE...... 08920888 PLIST..00000000 DUCB..... 00000008 KEY..6
ADSNAME. . EZASOKQS SUBTASK. .EZASOKQS TOKEN....7F6F3798 00000000
SELECT:

For SELECT and SELECTEX, the socket masks are formatted in both binary and
decimal. The socket list is displayed first in binary. The socket numbers are
indicated by the bit position in the mask, starting with bit position 0 (for socket 0),
which is the rightmost bit. The bit positions (socket numbers) are shown at left.

For example, the lowest numbered sockets are on the last line; they are sockets 0 -
31. In this line, only sockets 0, 1, 2, and 3 are selected. As shown in the following
example, the binary mask, the decimal socket numbers are listed in numerical
order. This is a convenient way to check whether the mask is coded as intended.

====================================================================00024EDF
BOTSWANA SOCKAPI ~ 6005004C 20:51:35.477605  SELECT Entry

HASID....0078 PASID....0078 SASID..0078 JOBNAME. .TN1

TCB...... 007F6988 TIE...... 1463227C PLIST..1477EF18 DUCB..... 00000016 KEY..8

ADSNAME. . SUBTASK..14632138 TOKEN....7F75FFC8 1468FA90
REQAREA..: 1477EEFOx Addr..1477EF98
MAXSOC...: 100 Addr..14632258
TIMEOUT..: SECOND..0O MICRO SECOND..500000 Addr..1463226C
RSNDMSK. . : Addr..14632108
SOCKET NO. READ SOCKET MASK (INPUT)
(Decimal) (Binary)

31 0 00000000 00000000 00000000 00001111
63 32 00111011 11111111 11111111 11111101
95 64 11111111 11111111 16111111 11111111
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127 96 00000000 00000000 00000000 11110111
SELECTED SOCKETS:

0, 1, 2, 3, 32, 34, 35, 36, 37, 38
39, 40, 41, 42, 43, 44, 45, 46, 47, 48
49, 50, 51, 52, 53, 54, 55, 56, 57, 59
60, 61, 64, 65, 66, 67, 68, 69, 70, 71
72, 73, 74, 75, 76, 17, 79, 80, 81, 82
83, 84, 85, 86, 87, 88, 89, 90, 91, 92
93, 9, 95, 96, 97, 98, 100, 101, 102, 103

If the MAXSOC value is so large that all the SELECT or SELECTEX parameters
cannot be traced within a single 14K buffer, multiple trace entries are written (one
trace entry for each mask). When multiple trace entries are written for the same
SELECT or SELECTEX call entry or exit, all the trace data except the masks
themselves are duplicated across the trace entries. For example, the time stamp is
the same, the MAXSOC value is the same, the TIMEOUT value is the same, and so
on. The trace description indicates to which mask the trace entries pertain. For
example, if the MAXSOC value in the above trace example were 65535, then each
mask would be traced individually.

====================================================================00024EDF
BOTSWANA SOCKAPI ~ 6005004C 20:51:35.477605  SELECT Entry (read mask)

HASID....0078 PASID....0078 SASID..0078 JOBNAME. .TN1

TCB...... 007F6988 TIE...... 1463227C PLIST..1477EF18 DUCB..... 00000016 KEY..8
ADSNAME. . SUBTASK. .14632138 TOKEN....7F75FFC8 1468FA90
REQAREA..: 1477EEFOx Addr..1477EF98
MAXSOC...: 65535 Addr..14632258
TIMEOUT..: SECOND..O MICRO SECOND..500000 Addr..1463226C
RSNDMSK. . : Addr..14632108
SOCKET NO. READ SOCKET MASK (INPUT)
(Decimal) (Binary)
SELECTEX:

The SELECTEX call can contain a list of ECBs. The high-order bit on the SELECB
address indicates whether a list of ECBs was specified. Since the high-order bit is
on in this example, there is a list of ECBs. The end of the list is indicated by the
high-order bit in the ECB address. In this example, the time limit expired before
any ECBs were posted. Since no selected sockets were ready, the read, write, and
error masks indicate that there is no data to report.

===s===s==ss=sssmssssssssssssssssssssss=sss=sss=sss=ss==============000078FB
MVSO26  SOCKAPI ~ 60605004F 19:25:48.610379  SELECTEX Exit

HASID....0027 PASID....0027 SASID..0027 JOBNAME. . EZASOKX4

TCB...... O06E6A68 TIE...... 00007DF8 PLIST..00007EOC DUCB..... 0000000C KEY..8
ADSNAME. .EZASOKX4 SUBTASK. .BARBARA TOKEN....7F6F3798 09902FBO
MAXSOC...: 33 Addr..00007AE8
TIMEOUT..: SECOND..0 MICRO SECOND..35 Addr..00007AF4
RRETMSK..: (NO DATA) Addr..00007B0OC
WRETMSK..: (NO DATA) Addr..00007B14
ERETMSK..: (NO DATA) Addr..00007B1C
SELECB...: Addr..80007B60
ECB......: 00000000x Addr..00007B70
ECB......: 00000000x Addr..00007B74
ECB......: 00000000x Addr..00007B78
ECB......: 00000000x Addr..80007B7C
RETCODE..: © (TIME LIMIT EXPIRED) Addr..00007EB4

Token Error:

When an API call fails early in processing, before the SOCKAPI Entry record is
created, the Token Error SOCKAPI record is written. In the example, the BIND call
failed due to the token being overwritten. (The token at offset eight has X'FFFF'.)
There is no BIND Entry or Exit record.
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:::::::::::::::::::::=======================::::::::::::::::========00000158
MVS026 SOCKAPI ~ 6005006A 22:46:48.173348 Token Error

HASID....01F9 PASID....01F9 SASID..01F9 JOBNAME. . EZASOKQS

TCB...... 006E6A68 TIE...... 00006DF8 PLIST..00006EOC DUCB..... 00000008 KEY..8
ADSNAME. . SUBTASK. . TOKEN....7F6F3798 09902FBO
CALL.....: BIND
TOKEN....: 7F6F3798 09902FBO FFFFO000 00003FC5x
ERRNO....: 1028 (EIBMINVTCPCONNECTION)
RETCODE..: -1

Unsolicited event exit:
If the unsolicited event exit is driven, a SOCKAPI trace record is created (if the
SOCKAPI trace option is active).

Note: The key in the header is 0. This means that the UEE trace record was
created when TCP/IP was in key zero. The UEEXIT has key 8, which means the
UE exit is invoked in key eight.

===s===s==ss=s=ssmsss=ssssss=sss=sss=sss=s=ss=s=ss=s==s=s===============000086FC
MVSO26  SOCKAPI ~ 60050041 19:36:04.965468 Unsolicited Event Exit Invoked

HASID....0024 PASID....0024 SASID..0024 JOBNAME. . TCPIPROC

TCB...... 006E6A40 TIE...... 00006DFO PLIST..00000000 DUCB..... 00000000 KEY..0
ADSNAME. . EZASOKUE SUBTASK. .EZASOKUE TOKEN....7F6F3798 00000000
UEEXIT...: ADDRESS..00006B30 TOKEN..00006D80x  ASCB..... 00F94C80x KEY..8

REASON...1 (TCP/IP TERMINATION)

Correlating the data trace and packet trace with the SOCKAPI
trace

The SOCKAPI option only records the first 96 bytes of data. To see all the data that
was sent or received, you must also activate the data trace or packet trace. The
data trace can be correlated easily with the SOCKAPI trace option because both
traces are recording data between the application and the TCP/IP stack. The traces
can be merged with the IPCS MERGE subcommand. The data trace header
contains fields that allow the full data to be correlated.

[Figure 16 on page 95 shows the data trace record corresponding to the READ Exit
SOCKAPI trace entry in [Figure 17 on page 95, The server issues READ and waits
for a message. The data trace record shows the entire 120 bytes of data because the
FULL option was used when starting the data trace. In the READ Exit record, only
the first 96 bytes of data are shown.

The records in the two traces can be correlated by the following:

Time The data trace time must be prior to the READ Exit record time. The data
trace time is 20:08:09.181239. The READ Exit record time is
20:08:09.181354.

Jobname
The job name is EZASOKAS in both records.

ASID The ASID is the server's 0024 (hexadecimal) in both records.
TCB The TCB is 006E6A68 in both records.

Data length
In the data trace, the length is 78 hexadecimal, which is 120 decimal. The
SOCKAPI trace record shows that the return code is 120 (decimal) bytes.

Port  The source port number in the data trace record (11007 decimal) matches
the local port number in the SOCKAPI trace record. The destination and
remote ports also match (1040 decimal).

z/0S V2R1.0 Communications Server: IP Diagnosis Guide



IP Address
The IP addresses are handled in the same way as the port numbers. In this
example, both the client and server were on the same TCP/IP stack, so the
IP addresses are the same.

MVS026 DATA 00000003 20:08:09.181239 Data Trace

JOBNAME = EZASOKAS FROM FULL

TOD CLOCK = XB395B2C2 40035C03

PKT 2 LOST RECORDS = 0 HDR SEQUENCE NUM = 1
SOURCE IP ADDR = 9.67.113.58 DEST IP ADDR = 9.67.113.58
SOURCE PORT = 11007 DEST PORT = 1040  ASID = X0024 TCB = XOO6E6A68
DATA LENGTH = X0078

0000 E38889A2 4089A240 8140A2A3 99899587 =This is a string|....@..08.@...... *
0010 40A689A3 88408696 99A3A840 83888199 * with forty char|@....@..... @....*x
0020 8183A385 99A24BA0 E38889A2 4089A240 =*acters. This is |...... K@....8..0*
0030 8140A2A3 99899587 40A689A3 88408696 *a string with fo|.@...... @....0..%
0040 99A3A840 83888199 8183A385 99A24B40 =*rty characters. |...G.......... K@=
0050 E38889A2 4089A240 8140A2A3 99899587 =This is a string|....@..0.@...... *
0060 40A689A3 88408696 99A3A840 83888199 * with forty char|@....0..... @....*x
0070 8183A385 99A24B40 *acters.  |...... Ke *

Figure 16. Data trace record.

s===zsssssssssssssssssssssssssssssssssssssssssssssssss==============00002403
MVSO26  SOCKAPI 60050043 20:08:09.181354  READ Exit

HASID....0024 PASID....0024 SASID..0024 JOBNAME. . EZASOKAS

TCB...... 006E6A68 TIE...... 00006DF8 PLIST..00006EOC DUCB..... 00000009 KEY..8
ADSNAME. .EZASOKAS SUBTASK. .EZASOKAS TOKEN....7F6F3798 09902FBO
LOCAL PORT..11007 IPADDR ..9.67.113.58

REMOTE PORT..1040 IPADDR ..9.67.113.58

REQAREA..: 00006D90x Addr..00006D90
SOCKET...: 1 Addr..00006B94
NBYTE....: 120 Addr..00006B90
BUF......: Addr..00006B96

+0010 40A689A3 88408696 99A3A840 83888199 with forty char
+0020 8183A385 99A24B40 E38889A2 4089A240 acters. This is
+0030 8140A2A3 99899587 40A689A3 88408696 ‘ a string with fo

+0000 E38889A2 4089A240 8140A2A3 99899587 ‘ This is a string

+0040 99A3A840 83888199 8183A385 99A24B40 | rty characters.

+0050 E38889A2 4089A240 8140A2A3 99899587 | This is a string
RETCODE..: 120 BYTES TRANSFERRED Addr. .00006EB4
=========ssssssss=====sssssssssss====sssssssssssss===s=sssss=========(00002407

Figure 17. SOCKAPI trace record.

The packet trace, on the other hand, does not correlate well with the SOCKAPI
trace option. The packet trace records data being sent or received between the
TCP/IP stack and the network. The packet trace data has headers and the data can
be segmented or packed.

Packet trace (SYSTCPDA) for TCP/IP stacks

Packet trace is a diagnostic method for obtaining traces of IP packets flowing to
and from a TCP/IP stack on a z/OS Communications Server host. You can use the
PKTTRACE statement to copy IP packets as they enter or leave TCP/IP, and then
examine the contents of the copied packets. To be traced, an IP packet must meet
all the conditions specified on the PKTTRACE statement.

Chapter 5. TCP/IP services traces and IPCS support 95



96

The trace process

Trace data is collected as IP packets enter or leave TCP/IP. The actual collection
occurs within the device drivers of TCP/IP, which capture the data that is received
from or sent to the network.

Packets that are captured have extra information added to them before they are
stored. This extra information is used during the formatting of the packets. The
captured data reflects exactly what the network sees. For example, the trace
contains the constituent packets of a fragmented packet exactly as they are
received or sent.

The selection criteria for choosing packets to trace are specified through the
PKTTRACE statement for the TCP/IP address space. See|z/OS Communications|
Server: IP System Administrator's Commands| for more information about the
PKTTRACE statement and subcommand.

The PKTTRACE statement and subcommand are applied to device links that are
defined in the TCP/IP address space through the LINK statement.
illustrates the overall control and data flow in the IP packet tracing facility.

TCPIP
Profile/
VARY TCP/IP

y

TCPIP
Address
Space

Trace

64-bit Ctrace IPCS Report

Ctrace 1> Dataset D Format >
Buffer Program

Figure 18. Control and data flow in the IP packet tracing facility

Supported devices

IP packet tracing is supported for all network interfaces supported by TCP/IP
(including loopback).

When using the MULTIPATH option of the IPCONFIG statement, packets can be
sent over multiple interfaces. All of the interfaces must be traced. In this case
specify an IP address to select the required packet. This statement also applies to

the case where packets can be received over multiple interfaces (even if
MULTIPATH is not used by this TCP/IP).

For information about the format of the packet trace command (VARY PKTTRACE)
see [z/0OS Communications Server: IP System Administrator's Commands]
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Starting packet trace
To start packet trace, use the following command:
V TCPIP,tcpprocname ,PKT

Security Note: To use any VARY command, the user must be authorized in RACF.

The RACEF profile for each user must have access for a resource of the form
MVS.VARY.TCPIP.xxx, where xxx is the first eight characters of the command
name. For packet trace, this would be MVS.VARY.TCPIP.PKTTRACE.

Traces are placed in an internal buffer, which can then be written out using an
external writer. The MVS TRACE command must also be issued for component
SYSTCPDA to activate the packet trace.

After starting packet trace, you can display the status using the Netstat command,
as shown in the following example:

NETSTAT -p TCPCS -d
MVS TCP/IP NETSTAT CS V1R10 TCPIP Name: TCPCS 18:03:31

DevName: LOOPBACK DevType: LOOPBACK

DevStatus: Ready

LnkName: LOOPBACK LnkType: LOOPBACK  LnkStatus: Ready
NetNum: O QueSize: 0
BytesIn: 192537 BytesQut: 192537

ActMtu: 65535
BSD Routing Parameters:

MTU Size: 00000 Metric: 00
DestAddr: 0.0.0.0 SubnetMask: 0.0.0.0

Packet Trace Setting:
Protocol: = TrRecCnt: 00000000 PckLength: FULL
Discard : 0
SrcPort: = DestPort: = PortNum *
IpAddr: 9.67.113.1 SubNet: =

Multicast Specific:
Multicast Capability: No

In this example, the packet length (PckLength) is FULL and TrRecCnt is the
number of packets written for this device.

Note: If you are a TSO user, use the corresponding NETSTAT DEV command.

Modifying options with VARY
After starting a packet trace, you can change the trace using the VARY command.

For example, if you want to change the packet trace to abbreviate the data being
traced, use the following command:

V TCPIP,tcpproc,PKT,ABBREV

You can display the results of the VARY command using the Netstat command:

NETSTAT -p TCPCS -d
MVS TCP/IP NETSTAT CS V1R10 TCPIP Name: TCPCS 18:03:31

DevName: LOOPBACK DevType: LOOPBACK
DevStatus: Ready
LnkName: LOOPBACK LnkType: LOOPBACK  LnkStatus: Ready
NetNum: O QueSize: 0
BytesIn: 813 BytesOut: 813

ActMtu: 65535
BSD Routing Parameters:
MTU Size: 00000 Metric: 00
DestAddr: 0.0.0.0 SubnetMask: 0.0.0.0
Packet Trace Setting:
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Protocol: =*
Discard: 0
SrcPort: = DestPort: = PortNum: =
IpAddr:  =* SubNet: =

Multicast Specific:
Multicast Capability: No

TrRecCnt: 00000000 PckLength: 00200

Tip: If you are a TSO user, use the corresponding NETSTAT option.

By issuing multiple VARY commands, you can OR filters together. For example,
issuing the following VARY commands records all packets whose destination port
is xxxx or whose source port is xxxx.

V TCPIP,tcpproc,PKTTRACE,DEST=xxxx
V TCPIP,tcpproc,PKTTRACE,SRCP=xxxx

The result is a trace that contains only packets with a source port of xxxx or
packets with a destination port of xxxx.

Tip: An alternative command to use is the PKTTRACE command with
PORTNUM.

V TCPIP,,PKTTRACE, PORTNUM=xxxx

If both DEST and SRCP are specified in the same command, you can AND the
parameters together. For example, issuing the following VARY command records
only the packets with both a destination port of xxxx and a source port of yyyy.

V TCPIP,tcpproc,PKTTRACE,DEST=xxxx,SRCP=yyyy

You can use the VARY TCPIP,tcpproc,OBEYFILE command to make temporary
dynamic changes to system operation and network configuration without stopping
and restarting the TCP/IP address space. For example, if you started the address
space TCPIPA and created a sequential data set USER99.TCPIP.OBEYFIL1
containing packet trace statements, issue the following command:

VARY TCPIP,TCPIPA,CMD=0BEYFILE,DSN=USER99.TCPIP.OBEYFIL1

The VARY TCPIP,PKTTRACE command is cumulative. You can trace all packets for
specified IP addresses by entering multiple PKTTRACE commands. In the
following example, the two commands trace all the packets received and all the
packets sent for the specified IP addresses.

VARY TCPIP,,PKT,ON,IPADDR=10.27.142.44
VARY TCPIP,,PKT,ON,IPADDR=10.27.142.45

Formatting packet traces using IPCS

The IPCS CTRACE command parameters are described in[“Formatting component
ltraces” on page 55] The following notes apply to the IPCS CTRACE parameters
about the packet trace formatter:

JOBLIST, JOBNAME
The LINKNAME and JOBNAME keywords in the OPTIONS string can also be
used to select records.

TALLY
Equivalent to the STATISTICS(DETAIL) option.

START and STOP
Packets are numbered after the START keyword has filtered records.

LIMIT
See the RECORDS keyword in the OPTIONS string.
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USEREXIT
The packet trace formatter calls the CTRACE USEREXIT before testing the
records with the filtering criteria. If it returns a nonzero return code, then the
record is skipped. The USEREXIT can also be used in the OPTIONS string. It is
called after the record has met all the filtering criteria in the OPTIONS string.

comp
Must be SYSTCPDA.

SUB
The SUB must name the TCP/IP procedure that created the CTRACE records
when the input is a dump data set.

EXCEPTION
Since there are no EXCEPTION records for packet trace, the EXCEPTION
keyword must not be specified.

ENTIDLIST
The following are the valid values for packet trace:

1 IPv4 packet trace records
2 X25 trace records

3 IPv4 Enterprise Extender data trace records

Tip: Type 1, Type 2, and Type 3 records are no longer written by TCP/IP.
4 IPv4 and IPv6 packet trace records
5 IPv4 and IPv6 data trace records
6 Enterprise Extender trace records
The CTRACE OPTIONS string provides a means of entering additional keywords

for record selection and formatting packet traces (COMP=SYSTCPDA). See
[“Syntax” on page 57 for the complete syntax of CTRACE.

OPTIONS syntax
OPTIONS component

»—0PTIONS—((—| Data Selection '—| Report Generation |—))

v
A

Data Selection:

|—| Device Type |—| IP Identifier |—| IP Address |—| Name i >

>—| Port Number |—| Protocol |—| Record Number |—| Record Type |—| SNA Address i }

Device Type:

—DEVTYPE—(—"—devtype——) |

v,ﬂ—)—DEVICEID—( T device_id]—)—MACADDR—(—'macaddr]—)—QID—(—',qj—)—VLANID—( T vlanid]—)—

—ETHTYPE—(
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IP Identifier:

DDR— IP ress —)—BROADCAST—CL —CLASSB—CL —CLASSD
A (—'I Add '— ) OADCAST—CLASSA—CLASSB—CLASSC—CLASS

>—CLASSE—HOST—IPADDR—(—'| IP Address |——)—IPID—( Y _ip_id_number )

»>—IPV4—IPV6—LINKLOCAL—LOOPBACK—LOOPBACK6—MULTICAST

»-Q0S—"—(—quality of service—)——SITELOCAL—TRAFFICCLASS—(—traffic_class—)

IP Address:

—r—ipv4_address B

/mmm . mmm . mmm . mmm—
/nn

—1ipb_address |_
/nnn—|

]

-p

=

—X'hhhhhhhh'

Name:

INTERFACE Y_(—interface_name—)
LINKNAME

JOBLIST—Y—(—jobname—) |
JOBNAME

Port Number:

I—BOOTP DNS EE
L 67 68 J |—DOMAINJ L 53’—_|_ J
( port_@—) (—[port_number )

port_number

12000
L pze—— |
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»—FINGER

FTP.

79 20 21
L(—[por‘t_numbe\r‘]—)J L(—[port_number‘—l—[por‘t_number'J—)J

»—GOPHER

|~(—|:;g\r't_number]—)J

»——HTTP IKE NAT

] ——
e L(—Eggrt_number]—)J L(—[zgeg number )J

L(—Egge number‘]—)J

T port_numberl

»—NTP: PORT—( ) RIP >
L 123——|_ J |:ROUTERJ L 520——|_ J
(—Epor _number ) (—Epor _number )
»—RIPNG RPC SASP. >
521 J L 111 J L 3860 J
|~(—|:po1r't_number‘]—) (—Eport_number]—) (—Epor‘t_number']—)
»—SMTP SNMP: >
25 J |\ 161 162 J
L(—[por’c_numberj—) (—[port_number—l—[port_numberJ—)
»—TELNET TFTP >
23 0 J L 69— J
|~(—|:po1r'1:_number screen_width ) (—[port_number‘ )
SUMMARY
DETAIL
»TIME IKE I
37 J
L(—[por"c_number*]—)
Protocol:

F—ARP—AH—GRE—I CMP—[I CMP6—_|—I GMP—OSPFI—PROTOCOL—(—lp rotoco l_numberL) —TCP—UDP—AH—ESP——]
6

ICMPV

Record Number:

999999999—_\_
|—LIMIT—(J:(—record count—) )—RECORDS— (—Y—record number )
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Record Type:

0
—CID—(—"—cid-number——)—DATASIZE—( >
—(—data size—)—

FIRST ALL
- DATTRACE—LLAST—L—DISCARD— (—-reason_code_1i St )—FLAGS— (—-ANY——ABBREV—ACK—EAD—CDT—»

»—CKSUM—DATA—DCF—DF—DI1SCARD—DROP—DR1—DRZ2—ERI—F I—F IB—F I C—F IN—FM—F RAME—FUL L—HOME—IN———>
»—IPO—IPV6EXT—IPV4—IPV6—IPEXT—IQDNXD—LIB—LIC—LPAR—MIB—MIC—NC—NTA—OFFLOAD—O0IB—O0I(—0UT—>

»—PI—PING—PSH—QID—QRI—REQ—RESP—RSM—RS T—S(—SDI—SEG—SMC—SNA—SYN—TCPO—TOS—TUNNEL—URG———>

>—VLAN—ZWIN—)—[PACKETTRACE X25—USEREXIT— (—ex i tname—)—GMT—LOCAL I
PKT

SNA Address:

f—ELEMENT— (—"-nnnnn )—SUBAREA— (—X-nnnnn )—TCID— (—Yhhhhhhhhhhhhhhhh )

v

»—TH5ADDR— (—Y—hhhhhhhhhhhhhhhh ) I

Report Generation:

—BASIC CHECKSUM
L[BASIC (SUMMARY) L[CHECKSUM (SUMMARY)
(—BASIC (DETAIL)—) (—CHECKSUM (DETAIL)—)

NOCHECKSUM————>

»—CLEANUP: \\ DATASIZE DEBUG >
500 J L 0 J
(—[nnnﬂ—) (—[nM)
(—nn——)
200
»—DELAYACK—( |_nnnr.‘_| )—DUMP \\ EXPORT >
65535 J \\ SUMMARY J
(—[nnnnn]—) (—[DETAI L——I—)
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125—| 150—|
|_'."’cgan'r‘. s I_var‘gain )

v

FMT _| FULL—GAIN—(
FORMAT L DETAIL FIRST J

SUMMARYj—EALL
LAST

REASSEMBLY SEGMENT
»—HPRDIAG (SUMMARY)—NOT—OPTION—EI!IOREASSEMBLY |_| |_

"'OSEGMENT SESSION >
L DETAIL— J
(—-SUMMARY——)
STATE—
PIPE—
Crocar L. Cromore L
»—-SPEED—( local , remote )—SNIFFER L >
200—| ETHERNET J
( |_nnnnn |_TCPDUMP —l )
STATISTICS STREAMS >
STATSQ L SUMMARY J |\ |—128—| |—SUMMARY—| J
DETAI L——I—) ( nnnnn DETAIL )
TALLY
BOTH—
»—SUMMARY NOTOD ASCII I
TOD EBCDIC—
HEX——
REASSEMBLY:
|—REASSEMBLY L |
32767 SUMMARY J
( |_nnnnn—| |_DETAIL—|

OPTIONS keywords

The following keywords are used for the OPTIONS component routine parameters.
You can enter complete keywords. You can also enter a portion of the characters to
make the keyword distinguishable from other keywords. For example, for the
DISCARD keyword, you can enter DISCARD, DISCAR, DISCA, DISC, DIS, or DL

AH Select packets with an AH extension header.

ASCII
Packet trace data dumped is shown in hexadecimal and interpreted in ASCII
translation only. The default is BOTH.

BASIC ([DETAIL|SUMMARY])
For specific packet types, format each element of the packet data. This
parameter applies to DNS, RIP, and SNMP packet data.

DETAIL
Format the IP header, protocol header, and protocol data in as few
lines as possible. DETAIL is the default.

SUMMARY
Format the IP and protocol headers in as few lines as possible.
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BOOTP[ (port_number |67 port_number|68)]
Select BOOTP and DHCP protocol packets. The port_number defines the
BOOTP and DHCP port numbers to select packets for formatting. Equivalent
to PORT(67 68).

BOTH
Packet trace data dumped is shown in hexadecimal and interpreted with both
ASCII and EBCDIC translations. The default is BOTH.

BROADCAST
Select packets with a broadcast IPv4 address. Equivalent to
IPADDR(255.255.255.255/255.255.255.255).

CHECKSUM [(DETAIL|SUMMARY)]
The selected packets have their checksum values validated.

DETAIL
If there is a checksum error, then the packet is formatted and dumped.

SUMMARY
A message is issued for each packet that encounters a checksum error.
SUMMARY is the default.

CID
Select data trace records that contain the specific connection ID value. The
connection ID value can be determined from the Netstat COnn/-c report. For
TCP connections across a Shared Memory Communications over Remote Direct
Memory Access (SMC-R) link, data trace records can be selected by using the
local SMC-R link ID (LocalSMCLinkId). This SMC-R link ID can be determined
from the Netstat ALL/-A or Netstat DEvlinks/-d report. Up to 16 values or
ranges can be specified.

CLASSA
Select packets with a class A IPv4 address. Equivalent to IPADDR(0.0.0.0/
128.0.0.0).

CLASSB
Select packets with a class B IPv4 address. Equivalent to IPADDR(128.0.0.0/
192.0.0.0).

CLASSC
Select packets with a class C IPv4 address. Equivalent to IPADDR(192.0.0.0/
224.0.0.0).

CLASSD
Select packets with a class D IPv4 address. Equivalent to IPADDR(224.0.0.0/
240.0.0.0).

CLASSE
Select packets with a class E IPv4 address. Equivalent to IPADDR(240.0.0.0/
248.0.0.0).

CLEANUP (nnnnn | 500)
Defines a record interval where saved packet information in storage is released.
The minimum value is 500 records; the maximum value is 1 048 576 records;
the default is 500 records. If you set the record interval to 0, cleanup does not
occur.

DATASIZE (data_size|0)
Selects packets that contain more protocol data than the data_size value. The
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minimum value is 0. The maximum value is 65535. The data size is determined
from the amount of packet data available minus the size of any protocol
headers. Equivalent to FLAGS(DATA).

DATTRACE
Select packets that are written from the VARY TCPIP,, DATTRACE command.

DEBUG(debug_level_list)
Provides documentation about SYSTCPDA format processing. debug_level_list
is a list of numbers from 1 to 64. Use only under the direction of an IBM
Service representative.

DELAYACK(threshold|200)
The delay acknowledgment threshold in milliseconds used in the calculation of
round-trip time in the TCP session report. The minimum value is 10
milliseconds. The maximum value is 1000 milliseconds. The default value is
200 milliseconds.

DEVICEID(device_id)
Selects packets that are written to or received from an OSAENTA trace with
one of the specified device identifiers. One to 16 device IDs can be specified.
This filter applies only to type 7 trace records. The device_id value is a
hexadecimal number in the form X'csmfclua":

cs The channel subsystem ID for this datapath device.

mf The LPAR Multiple Image Facility ID for the LPAR that is using this
datapath device.

cl The control unit logical identifier for this datapath device.
ua The unit address for this datapath device.
Each identifier is a two-digit hexadecimal value in the range 00 - FE.

Tip: You can obtain the device_id values for any active user of the OSA by
using the Hardware Management Console (HMC). For a data device that is
active on a z/OS stack, you can obtain the device_id value for that data device
from message IST21901 of the output from the D NET,TRLE command.

DEVTYPE (device_type list)
Select packets that are written to or received from an interface with one of the
specified device types. From 1 to 16 types can be specified. This does not apply
to data trace records. The following types can be specified:

. ATM

- CDLC

« CLAW

.« CTC

- ETHERS023
« ETHERNET
« ETHERORS023
- FDDI

- HCH

. IBMTR

« TPAQENET
- IPAQENET6
« IPAQIDIO
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« IPAQIDIO6
. IPAQTR

- 1QDX

. 1QDX6

« LOOPBACK
- LOOPBACK6
« MPCPTP

- MPCPTP6
« OSAFDDI

« OSAENET
« SNALINK
« SNALU62

. VIRTUAL

« VIRTUALG6
« X25NPSI

DISCARD(reason_code 1list)

Select packets with one of the specified discard reason codes. Up to 16 discard
reason codes can be specified in the range 0 - 65535. Each entry in the list can
be a range: low_number:high_number. Values can be decimal or hexadecimal.

Packet was not discarded
A packet was discarded by OSA-Express
Select packets discarded by OSA-Express for DISCARD=EXCEPTION

IP packet was discarded by TCPIP
8192:12287 TCP packet was discarded by TCPIP

See [z/OS Communications Server: IP and SNA Codes| for the TCP/IP discard
reason codes.

DNS[ (port_number|53)]

Select Domain Namer Service protocol packets. The port_number defines the
DNS port number to select packets for formatting. Equivalent to PORT(53).

DOMAIN[ (port_number|53)]

Select Domain Namer Service protocol packets. The port_number defines the
DNS port number to select packets for formatting. Equivalent to PORT(53).

DUMP [ (nnnnn | 65535) ]

Dump the selected packets in hexadecimal with EBCDIC and ASCII
translations. The IP and protocol headers are dumped separately from the
packet data. The value nnnnn represents the maximum amount of packet data
that is to be dumped from each packet. The default value is 65535 bytes. The
minimum value is 0. The maximum value is 65535. The IP and protocol
headers are not subject to this maximum.

The default report options are DUMP and FORMAT.

The BOTH, ASCII, EBCDIC, and HEX keywords describe how the dumped
packets are translated. The default is BOTH. The display can be changed by
using these keywords. The default ASCII translation table is used. This table
might not match the table that is being used by the application. When you are
formatting the CTRACE, it is helpful to have the correct line length. Use the
IPCS PROFILE LINESIZE command to set the line length. For example,

IPCS PROFILE LINESIZE(80)
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sets the maximum line length to 80 characters so that all formatted data is
viewable within 80 characters.

If the STREAM report is chosen, then the dump of the packets is deferred until
the stream of data is collected.

EBCDIC
Packet trace data dumped is shown in hexadecimal and interpreted with
EBCDIC translation only. The default is BOTH.

EE Select Enterprise Extender (EE) protocol packets. The port number defines the
first EE port number to select packets for formatting. The EE port number and
the next four port numbers are used. Equivalent to PORT(12000:12004).

ELEMENT (e1ement_number_list)
Select SNA protocol packets with a matching origin or destination element
address in the TH2 or TH4 transmission header. Valid values are in the range
0-65535. Up to 16 element numbers can be specified.

ESP
Select packets with a protocol number of 50. Equivalent to PROTOCOL(50).

ETHTYPE (type)
Selects packets that are written to or received from an OSAENTA trace with
one of the specified frame types. From 1 to 16 types can be specified. This filter
applies only to type 7 trace records. The following types can be specified:
x'0800"' for IP
x'86DD' for IPV6

x'0806"' for ARP
x'80d5"' for SNA

EXPORT [ (DETAIL|SUMMARY)]
The selected packets are written to the EXPORT data set in .CSV (Comma
Separated Value) format. In .CSV format, each character field is surrounded by
double quotation marks and successive fields are separated by commas. The
first line of the file defines the fields. Each subsequent line is a record that
contains the values for each field.

DETAIL
Format the IP header, protocol header, and protocol data as separate lines
of data.

SUMMARY
Format the IP header and protocol header in one line of data. SUMMARY
is the default.

Allocate a file with DDNAME of EXPORT before you invoke the CTRACE
command with EXPORT in the OPTIONS string.

ALLOC
FILE(EXPORT) DA(PACKET.CSV) SPACE(15 15) TRACK

The record format is variable block with logical record length of 512 bytes.

FINGER[ (port_number|79)]
Select FINGER protocol packets. The port_number defines the FINGER port
number to select packets for formatting. Equivalent to PORT(79).

FIRST|LAST
Selects which packet in a set of encapsulated packets is used for selection. An
example is the ICMP error report packet that contains the IP header that is in
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error. FIRST indicates that the ICMP packet is used for selection. LAST
indicates that the last encapsulated IP header is used for selection. FIRST is the
default.

If a packet is encapsulated for IPSec with Encapsulating Security Payload
(ESP), all inner packets are encrypted. In this case, FIRST is used for selection
when these packets are analyzed.

FLAGS (flags list)

Select packets that have the matching characteristics. Flags that can be
specified are:

ALL  When more than one flag is specified, the packet must meet all the
criteria of the flags requested. ALL is the default.

ANY When more than one flag is specified, the packet need meet only one
of the criteria of the flags requested.

ABBREV
Select packets that are abbreviated.

ACK  Select packets that have a TCP header with the ACK flag set.

BAD  Select packets that might be too short to contain all the required
headers

BBI  The SNA packet contains a begin bracket indicator.

BCI  The SNA packet contains a begin chain indicator.

CDI  The SNA packet contains a change direction indicator.

CEBI The SNA packet contains a conditional end bracket indicator.
CSI  The SNA packet contains a code selection indicator.

CKSUM
Select packets that have a check sum error

DATA Selects packets that contain data.

DF Select packets that have a non-zero discard code. These packets are
discarded by TCP/IP.

DFC  The SNA packet is a data flow control packet.

DISCARD
Select packets that have a non-zero discard code. These packets are
discarded by OSA-Express or by TCP/IP.

DR1  The SNA packet is requesting a DR1 response.

DR2  The SNA packet is requesting a DR2 response.

EBI The SNA packet contains an end bracket indicator.
ECI  The SNA packet contains an end chain indicator.

EDI  The SNA packet contains an enciphered data indicator.
ERI  The SNA packet is an error response.

FI The SNA packet contains formatted data.

FIB  The SNA packet is the first packet of a bracket (or of a conditional
begin bracket). The RH BBI flag is set and the EBI flag is not.

FIC  Select packets that are the first in chain SNA RU.
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FIN  Select packets that have a TCP header with the FIN flag set.

FIS Select packets that are in the first fragment of an IPv4 or IPv6 packet
or the first segment of a SNA PDU.

FMD The SNA packet is a function management data packet.

FMH The SNA packet is a function management data header.

FRAME
Selects OSAENTA packets that have a frame header.

FULL Select packets that are complete.

HOME
Select packets that have an IP destination address equal to the IP
source address.

IN Select packets that are inbound.

IPEXT Select packets that have an extension header.

IPO  Select packets that have an IPv4 header options field.

IPV4  Select IPv4 packets. IPv4 cannot be used in combination with other
data selectors that are IPv6-specific, such as LINKLOCAL.

IPV6  Select IPv6 packets. IPv6 cannot be used in combination with other
data selectors that are IPv4-specific, such as BROADCAST.

IPV6EXT
Select packets that have an extension header. IPV6EXT is equivalent to
IPEXT.

IQODXND
Select ICMPV6 Neighbor Advertisement and Neighbor Solicit packets
on an IQDX device.

LIB  The SNA packet is a last packet of a bracket. The RH BBI flag is not set
and the EBI flag is set.

LIC  Select packets that are the last in a chain of SNA RUs.

LIS Select packets that are the last fragment of an IPv4 or IPv6 packet or
the last segment of a SNA PDU.

LPAR Select NTA packets that are transmitted between LPARs shared by an
OSA-Express device.

L2 The OSAENTA packet is from a layer 2 OSA application.

L3 The OSAENTA packet is from a layer 3 OSA application (like TCP/IP).

MIB  The SNA packet is in the middle of a bracket. The RH BBI flag is not
set and the EBI flag is not set.

MIC  Select packets that are the middle fragment of an IPv4 or IPv6 packet.

MIS  Select packets that are the middle fragment of an IPv4 or IPv6 packet
or the middle segment of a SNA PDU.

NC The SNA packet is a Network Control packet.

NTA  Select OSAENTA packets.

OFFLOAD

Select outbound packets for which segmentation is offloaded.
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OIB  The SNA packet is the only packet of a bracket. The RH BBI flag is set
and the EBI flag is set.

OIC  Select packets that are only in a chain SNA RH request.

OIS  Select packets that are IPv4 or IPv6 packets that are not fragmented or
that are the only segment of a SNA PDU.

OUT  Select packets that are outbound.

PDI  Select SNA packets with the padded data indicator.

PDU The IP packets that are packed by TCP/IP into a single PDU buffer.
PI The SNA packet contains a pacing indicator.

PING Select packets that are ICMP/ICMPv6 echo request and echo reply.
PSH  Select packets that have a TCP header with the PSH flag set.
QID  Select packets that have a QID value greater than one.

ORI  The SNA packets with a queued response indicator

REQ The SNA packet is a request.

RESP The SNA packet is a response.

RLWS Select SNA packets with the request large window size indicator.
RSM  Select packets that are reassembled.

RST  Select packets that have a TCP header with the RST flag set.

SC The SNA packet is a session-control packet.

SDI  The SNA packet contains sense data.

SEG  Select packets that are segmented.

SMC Select SMC packets.

SNA  Select SNA packets.

SYN  Select packets that have a TCP header with the SYN flag set.
TCPO Select packets that have a TCP header options field.

TOS  Select IPv4 packets that have a nonzero value in the ip_tos field.

TUNNEL
Select packets with protocol number 47 GRE or 41 (IPv6 over IPv4).
z/0S Communications Server currently does not support IPv6 over
IPv4 (protocol number 41).

URG  Select packets that have a TCP header with the URG flag set.
VLAN Select packets that have a VLAN 802.1q tag
ZWIN Select packets that have a TCP header with a zero window value.

Notes:

¢ The use of the FIC, MIC, and LIC flags require the use of the
NOREASSEMBLY option.

* When a packet is reassembled, then it becomes an OIC packet with the RSM
flag set.

* Do not intermix SNA and IP flags.
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Table 14. Flags that apply to IP or SNA packets

Flag

Applies to IP

Applies to SNA

Comments

ABBREV

BAD

BBI

BCI

CDI

CEBI

CI

CKSUM

CSI

DATA

DF

DEC

DISCARD

DR1

DR2

EBI

ECI

EDI

ERI

FI

FIB

FIC

FIN

TCP only

FIS

FM

FMD

FMH

FRAME

OSAENTA only

FULL

HOME

IN

IPEXT

PO

IPV4

IPVe

IPV6EXT

LIB

LIC

LIS

LPAR

KI<IZ|Z|I X[ XXX K| K| |<lZ|Z|Zz|z|<R|<X|z2|Z2|Z|z|z2|Z|Z|z|Z|<|z2|R|<X|Z2|<|Z2|Z|z2|2|Z|<|=

<|===lzlzlz]lz]z|<|z|<|=<[<|<|<[=<[z]=<|<|=<][=<[=<|<|=<]<[=<[<|<|z]|<[=<]z]|<|<][=<[=<][=<]=<]=<

OSAENTA only
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Table 14. Flags that apply to IP or SNA packets (continued)

Flag Applies to IP Applies to SNA Comments

L2 Y Y OSAENTA only

L3 Y Y OSAENTA only

MIB N Y

MIC N Y

MIS Y Y

NC N Y

NTA Y Y OSAENTA only

OFFLOAD Y N TCP only

OIB N Y

OIC N Y

OIS Y Y

ouT Y Y

PDI N Y

PDU Y N SYSTCPDA only

PI N Y

PING Y N

PSH Y N TCP only

QID Y Y OSA-Express 3 or
later ports with
QDIO inbound
workload queueing
enabled.

QRI N Y

REQ N Y

RESP N Y

RLWS N Y

RSM Y N

RST Y N TCP only

SC N Y

SDI N Y

SEG Y Y

SMC Y N

SYN Y N TCP only

TCPO Y N TCP only

TOS Y Y SNA TPF field

TUNNEL Y Y

URG Y N TCP only

VLAN Y Y OSAENTA only

ZWIN Y N TCP only

FMT

Equivalent to FORMAT.
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FORMAT [ (DETAIL | SUMMARY ALL|FIRST|LAST)]
The selected packets with defined packet data are to be formatted. The SHORT
keyword on the CTRACE command selects this option if no other report
options are specified. The default report options are DUMP and FORMAT.

DETAIL
Format the IP header, protocol header, and the protocol data.

SUMMARY
Format the IP header and protocol header. DETAIL is the default.

ALL
Format all encapsulated packets. ALL is the default.

FIRST
Format the first encapsulated packet.

LAST
Format the last encapsulated packet

An example of an encapsulated packet is an ICMP error report.

FTP[(data_port_number|20 control_port_number|21)]
Select FTP protocol packets. The port_number defines the FTP port numbers to
select packets for formatting. Equivalent to PORT(20,21).

FULL
Equivalent to DUMP and FORMAT. The FULL keyword on the CTRACE
command selects this option if no other report options are specified.

GAIN(rtgain|125,vargain|250)
Values of the round-trip gain (rtgain) and the variance gain (vargain), in
milliseconds, used in the calculation of round-trip time in the TCP session
report. Valid values are in the range 0-1000. The default value for rtgain is 125.
The default value for vargain is 250.

GOPHER[ (port_number|70)]
Select GOPHER protocol packets. The port_number defines the GOPHER port
numbers to select packets for formatting. Equivalent to PORT(70).

GRE
Select packets with a protocol number of 47. Equivalent to PROTOCOL(47).

GMT
Format the time stamps in GMT time. The default is the value that is specified
on the CTRACE subcommand.

HEX

Packet trace data dumped is shown in hexadecimal only with no translation.
The default is BOTH.

HPRDIAG[ (SUMMARY)]
Select high-performance routing (HPR) packets and group them by transport

connection identifier (TCID). The report shows session information that can be
helpful for HPR diagnosis.

HOST
Select packets with a host IP address. Equivalent to IPADDR(0.0.0.0/
255.255.0.0)

HTTP[ (port_number|80)]
Select HTTP protocol packets. The port_number defines the HTTP port
numbers to select packets for formatting. Equivalent to PORT(80). See .
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ICMP
Select packets with a protocol number of 1. Equivalent to PROTOCOL(1).

ICMP6 or ICMPV6
Select packets with a protocol number of 58. Equivalent to PROTOCOL(58).

IGMP
Select packets with a protocol number of 2. Equivalent to PROTOCOL(2).

INTERFACE(interface_name_list) or LINKNAME(interface_name_list)
Select packet trace records with the specified interface name. Up to 16 interface
names can be specified. Each interface name can be up to 16 characters. Use an
asterisk (*) as a wildcard to replace characters at the end of the interface name.

IPADDR (ipaddr[/mask_or_prefixlength] |X'hhhhhhhh' []-nnnnnl[)
Select packets with a matching IP address, optional IPv4 address mask or IPv6
prefix length and optional port number. Up to 16 IP addresses can be specified.
The IPADDR is specified in three parts:

1. An IPv4 or IPv6 address

The IPv4 address can be in dotted decimal notation, a keyword, or a hex
value.

e IPv4 dotted decimal notation

127.0.0.1
¢ IPv4 keyword
A A class A IPv4 address, 0.0.0.0/128.0.0.0
B A class B IPv4 address, 128.0.0.0/192.0.0.0
C A class C IPv4 address, 192.0.0.0/224.0.0.0
D A class D IPv4 address, 224.0.0.0/240.0.0.0
E A class E IPv4 address, 240.0.0.0/248.0.0.0
H A local host address, 0.0.0.0/0.0.255.255
L An IPv4 or IPv6 loopback address, 127.0.0.0/255.0.0.0 or ::1
M The broadcast IPv4 address, 255.255.255.255/255.255.255.255

*

Any address, 0.0.0.0/0.0.0.0

0 An IPv4 or IPv6 address of zero, 0.0.0.0/255.255.255.255 or ::/128
* IPv4 or IPv6 address as a hexadecimal number up to 32 (IPv4) or 128
(IPve6) digits
X'7f000001"
* IPv6 address
1080::8:800:200C:417A
2. An IPv4 address mask or IPv6 prefix length

The IPv4 address mask (1-32) or IPv6 prefix length (1-128) is preceded by a
slash(/). Specify an IPv4 address mask only when the IPv4 address is in
dotted decimal notation. The IPv4 address mask can be in dotted decimal
notation, for example: 9.37/255.0.0.0 or 9.37/255.255.0.0

3. A port number

The port number is preceded by a dash (-). It is a decimal number in the
range 0-65535.

Notes:
* There should be no spaces between the IP addresses and the subnet masks.
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e The BROADCAST, CLASSA, CLASSB, CLASSC, CLASSD, CLASSE, HOST,
LINKLOCAL, LOOPBACK, MULTICAST, and SITELOCAL keywords add to
the total of 16 IP addresses.

¢ The port number when used adds to the total of 16 port numbers in the
PORT keyword.

* IPv4 addresses and IPv4-mapped IPv6 addresses are treated as equivalent
addresses.

IPID(ipid_number list)
Select packets that match the ip_id number in the IPv4 packet header. Up to 16
ID numbers can be specified in the range 0-2147483647 or 0-X'FFFFFFF'. Each
entry in the list can be a range: low_number:high_number. Values can be
decimal (nnnnn) or hexadecimal (X'hhhh'). If the packets are fragmented,
specify NOREASSEMBLY to select each packet.

Tip: Associated encrypted text is not readable.

IPv4
Equivalent to FLAGS(IPV4).

IPv6
Equivalent to FLAGS(IPV6).

IKE

Select ISAKMP protocol packets. Equivalent to PORT(500). See the ISAKMP
keyword.

ISAKMP

Select ISAKMP protocol packets. Equivalent to PORT(500). See the IKE
keyword.

JOBLIST | JOBNAME (job_name list)
Select data trace records with the specified JOBNAME. Up to 16 job names can
be specified. Each job name can be up to eight characters. If the last character
of a job name is an asterisk (*), then only the characters up to the asterisk are
compared.

The CTRACE JOBLIST/JOBNAME parameter provides the same function,
except that wildcards are not supported.

LIMIT (record_count)

record_count
The maximum number of records that are formatted. The default value
999 999 999 records.

Guideline: This keyword is also accepted if specified on the CTRACE
subcommand.

LINKLOCAL

Select packets with an IPv6 link-local unicast prefix. Equivalent to
IPADDR(FES80::/10).

LINKNAME (1ink_name_list)
Select packet trace records with the specified LINKNAME. Up to 16 link names
can be specified. Each link name can be up to 16 characters. If the last
character of a link name is an asterisk (*), then only the characters up to the
asterisk are compared.
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The CTRACE JOBLIST/JOBNAME parameter provides the same function,
except that wildcards are not supported and only the first eight characters of
the link name are compared.

LOCAL
Format the time stamps in local time. The default is the value that is specified
on the CTRACE subcommand.

LOOPBACK
Select packets with either an IPv4 or IPv6 loop back address. Equivalent to
IPADDR(127.0.0.0/255.0.0.0::1). If other addresses are defined as loopback, they
can be selected explicitly by using IPADDR().

LOOPBACK6
Select packets with an IPv6 loop back address. Equivalent to IPADDR(::1). If
other addresses are defined as loopback, they can be selected explicitly by
using IPADDR().

MACADDR (macaddr)
Selects packets that are written to or received from an OSAENTA trace with
one of the specified MAC addresses. From 1 to 16 addresses can be specified.
This filter applies only to type 7 trace records. A MACADDR is 12 hexadecimal
digits.

MULTICAST

Select packets with either an IPv4 or IPv6 multicast address. Equivalent to
CLASSD IPADDR(FF00::/8).

NAT
Select NAT protocol packets. Equivalent to PORT(4500).

NOCHECKSUM
The selected packets do not have their checksum values validated.
CHECKSUM is the default.

NOREASSEMBLY
Do not reassemble fragmented IP packets into a complete packet.
REASSEMBLY is the default.

NOSEGMENT
Packet trace records that span multiple CTRACE records are not recombined.

Only the first segment record of packet is used. The rest of the segment records
are discarded. SEGMENT is the default.

NOT
If the NOT option is selected then any selection criteria is reversed. If a record
matches the selection criteria, it is not processed. If a record does not match the
selection criteria, it is processed.

NTP[ (port_number|123)]
Select NTP protocol packets. The port number defines the NTP port number to
select packets for formatting. Equivalent to PORT(123).

OPTION
The selected options with defaults are listed.

OSPFI
Select packets with a protocol number of 89. Equivalent to PROTOCOL(89).

PACKETTRACE
Select packets that are written from the VARY TCPIP, PKTTRACE command.
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IPEXT
Select packets with an extension header.

PORT (port_number_Tlist)
Select packets with one of the specified port numbers. Up to 16 port numbers
can be specified in the range 0-65535. Each entry in the list can be a range:
Tow_number:high_number. Values can be decimal (nnnnn) or hexadecimal
(X'hhhh'). The following keywords add to the list of 16 port numbers:

* BOOTP
 DHCP
* DNS
+ DOMAIN
* EE
* FINGER
* GOPHER
e HTTP
* NAT
* IKE
e RIP
 NTP
* ROUTER
* RPC
* SASP
e SMTP
* SNMP
e TELNET
e TFTP
 TIME
+ WWW
PROTOCOL (protocol number Tlist)
Select packets with one of the specified protocol numbers. Up to 16 protocol
numbers can be specified in the range 0-255. Each entry in the list can be a

range: Tow_number:high_number. Values can be decimal (nnn) or hexadecimal
(X'hh').

Protocol filters on only the upper-layer header of an IPv6 packet. It does not
filter for IPv6 extension headers (Hop-by-Hop Options, Routing, Fragment).
Instead, IPv6 extension headers are included in the display of the basic IPv6
header. The following keywords add to the list of 16 protocol numbers:

- AH

» ESP

* GRE

* ICMP

* ICMPé,
* ICMPV6
e IGMP

* OSPFI
* TCP

- UDP
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Q0S(quality of_service list)
Select the records with the matching quality of service from the IPv4 Type of
Service field. Up to 16 QoS values can be specified in the range 0-7. Each entry
in the list can be a range: Tow_number:high_number. Values can be decimal (n)
or hexadecimal (X'h').

QID(qid_list)
Select the records with the matching read queue identifier (QID) from the
OSA-Express 3 or later ports with QDIO inbound workload queueing enabled.
QID 1 selects records that are received on the primary input queue, and
subsequent QIDs select records from the corresponding ancillary input queue
(AIQ). Up to 16 QID values can be specified in the range 0 - 8. Each entry in
the list can be a range: Tow_number:high_number. Values can be decimal (n) or
hexadecimal (X'h').

REASSEMBLY [ (packet_size|65535,DETAIL | SUMMARY)]
Reassemble IP fragments into a complete packet.

packet_size
The maximum size of a reassembled packet that is allowed. The smallest
value that is allowed is 576 bytes, the largest is 65535 bytes. The default
value is 65535 bytes.

DETAIL
List each of the reassembly statistics for each packet when a packet
completes reassembly.

SUMMARY
Show only the reassembly statistics and information about packets that did
not complete reassembly.

REASSEMBLY (65535,SUMMARY) is the default.

RECORDS (record_number_1ist)
Select the records with matching record numbers in the trace data. Up to 16
record numbers can be specified. Record numbers are assigned after any IPCS
CTRACE selection criteria are met. Each entry in the list can be a range:

Tow_number:high_number. Values can be decimal (nhnnnnnnnn) or hexadecimal
(X'hhhhhhhh').

RIP[(port_number|520)]
Select RIP protocol packets. The port_number defines the RIP port number to
select packets for formatting. Equivalent to PORT(520).

ROUTER[ (port_number|520)]
Select RIP protocol packets. The port_number defines the RIP port number to
select packets for formatting. Equivalent to PORT(520).

RIPNG
Select packets with a port number of PORT(521). Equivalent to PORT(521).

RPC[ (port_number|111)]
Select RPC protocol packets. The port_number defines the RPC port number to
select packets for formatting. Equivalent to PORT(111).

SASP (port_number|3860)
Select z/OS Load Balancing Advisor port numbers. The port_number defines

the SASP port number to select packets for formatting. Equivalent to
PORT(3860).

SEGMENT
Packet trace records that span multiple CTRACE records are recombined. Data
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from segment records is saved until all the CTRACE records are read to
recreate the original packet. SEGMENT is the default.

SESSION[ (DETAIL|PIPE|STATE|SUMMARY)]
Generate a report that shows TCP or UDP session traffic.

DETAIL
List each of the packets for a session, as well as the summary statistics.
DETAIL is the default.

PIPE
List the amount of data left unacknowledged.

STATE
List the beginning and ending state of each session.

SUMMARY
Show only the summary statistics.

Tip: The UDP session analysis is also used for other protocols.

SITELOCAL
Select packets with an IPv6 site-local unicast address prefix. Equivalent to
IPADDR(FECO::/10).

SMTP[ (port_number|25)]
Select SMTP protocol packets. The port_number defines the SMTP port number
to select packets for formatting. Equivalent to PORT(25).

SNIFFER[(nnnnn|200, ETHERNET|TCPDUMP)]
Writes the trace records in a format acceptable for downloading to other trace
analysis programs, such as programs from http://www.tcpdump.org/.

nnnnn
The maximum size of trace data. Packets with more data than this value
are truncated. The default is 200 bytes. The largest value is derived from
the LRECL of the SNIFFER data set.

ETHERNET
If this keyword is specified, the output is formatted for the Ethernet
analysis application of the analyzer. This keyword specifies the file format
only and does not imply that only packets traced on an Ethernet are
collected. Packets from all devices can be collected by using this option.

The default for the SNIFFER option is ETHERNET.

TCPDUMP
The format is compatible with the files with an Ethernet header.

Note: The TOKENRING keyword on the CTRACE OPTIONS((
SNIFFER(TOKENRING) )) on the IPCS CTRACE subcommand is ignored. The
ETHERNET format of the sniffer data set is selected.

The trace records are written to the file with a DD name of SNIFFER. After the
file is generated, it can be downloaded as a binary file to the analyzer and
loaded by using the standard features of the analyzer. Use NOREASSEMBLY to
prevent the formatter from reassembling packets. Then, each packet is passed
as the packets are collected. The logical record length of the SNIFFER data set
determines the largest amount of packet data that is written to the data set.

Allocate a file with DDNAME of SNIFFER before you invoke the CTRACE
command with SNIFFER in the OPTIONS string as follows:
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ALLOC FILE(SNIFFER)
DA(PACKET.TRC) SPACE(15 15) TRACK +
LRECL (8000) BLKSIZE(32000)

The data set has a record format of variable blocked with a logical record
length of 8000 bytes. The maximum IP packet size is 7962 (8000 - 38) for
SNIFFER(ETHERNET).

The minimum logical record length of the data set is 256 bytes.
Restriction: Do not use the SNIFFER option when the CTRACE subcommands

are used with the IPCS MERGE subcommand. The SNIFFER data file is written
over by the multiple CTRACE commands that specify the SNIFFER option.

SNMP[ (port_number|161 port_ number|162)]

Select SNMP protocol packets. The port_number defines the SNMP port
number to select packets for formatting. Equivalent to PORT(161 162).

SPEED(1ocal|10,remote|10)

The link speed, in megabits per second, for the local and remote link. These
values are used in throughput calculations in the TCP session report. Valid

values are in the range 0-17171. The default value is 10. Specify the slowest
speed of the link in the route.

STATISTICS[(DETAIL|SUMMARY)]

After all the records are processed, generate statistical reports.

DETAIL
Reports are produced showing the number of records that are selected by
record type, device type, job name, link name, protocol number, IP address
and port numbers. The session summary report is a listing of the IP
address and port number pairs that shows the number of records, the first
and last record numbers, and the first and last record times.

SUMMARY
Only the session summary report is produced. SUMMARY is the default.

TALLY on the CTRACE command selects this option if no other report options
are specified.

STATS

Equivalent to the STATISTICS option.

STREAMS [ (stream_size|128 DETAIL|SUMMARY)]

Collect the packet data for dumping or formatting after the trace file is
processed. The value nnn represents the maximum amount of storage that is
used to capture each stream. The value stream_size represents the maximum
amount of storage that is used to capture each stream. The smallest value is 16
KB. The largest value is 512 KB. The default value is 128 KB. The value is in
1024 bytes (1K) units.

SUMMARY
List about each packet in the stream. SUMMARY is the default.

DETAIL
Issue messages about the status of the stream.

Requirement: The DUMP keyword is required to dump the packet data.
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SUBAREA (subarea_number_Tist)
Select SNA protocol packets with a matching subarea address in the TH4
transmission header. Valid values are in the range 1 - 65535. You can specify
up to 16 subarea numbers.

SUMMARY
Format a single line for each trace record. SUMMARY on the CTRACE
command selects this option if no other report options are specified. If no other
report option specified on the CTRACE command, then SUMMARY is selected
as the report.

NOTOD
Use the time that the trace data was moved to the CTRACE buffers for the
reports. Normally, the time that the trace data was moved to the trace
buffer is shown. The CTRACE command uses the time stamp when the
trace data was moved to the buffers for START and STOP time selection.
NOTOD is the default value for SYSTCPDA and SYSTCPIS traces.

TOD
Use the time that the trace data was captured for the reports. Normally, the
time that the trace data was moved to the trace buffer is shown. The
CTRACE command uses the time stamp when the trace data was moved
to the buffers for START and STOP time selection. TOD is the default value
for SYSTCPOT traces, which uses the time stamp that is generated by the
OSA trace function.

TALLY
Equivalent to the STATISTICS(DETAIL) option.

TCID(transport connection_id list)
Select SNA protocol packets with a matching transport connection identifier in
the RTP transport header. Valid values include 1-16 hexadecimal digits. Up to
16 transport connection identifiers can be specified.

TCP
Select packets with a protocol number of 6. Equivalent to PROTOCOL(6).

TELNET[ (port_number |23 [screen_width|80] [SUMMARY|DETAIL] ) ]
Select TELNET protocol packets. The port_number defines the TELNET port
number to select packets for formatting. Equivalent to PORT(23).

The screen_width parameter defines the value that is used for converting
buffer offsets into row and column values for the 3270 data stream formatting.
If the screen_width parameter is provided, then the port_number parameter
must also be used. The minimum value is 80. The maximum value is 255. The
default value is 80.

SUMMARY formats the 3270 data stream into a representation of the screen.
DETAIL formats each 3270 command and order.
There is no default for DETAIL or SUMMARY.

TFTP[(port_number|69)]
Select TFTP protocol packets. The port_number defines the TFTP port number
to select packets for formatting. Equivalent to PORT(69).

TH5ADDR (session_address_1list)
Select SNA protocol packets with a matching session address in the TH5
transmission header. Valid values include 1-16 hexadecimal digits. You can
specify up to 16 session addresses.
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TIME[ (port_number|37)]
Select TIME protocol packets. The port_number defines the TIME port number
to select packets for formatting.

TRAFFICCLASS (traffic_class)
Select the records with the matching IPv6 traffic class field. Up to 16 traffic
class values can be specified in the range from 0 to 255. Each entry in the list

can be a range: Tow_number:high_number. Values can be decimal (nn) or
Hexadecimal (X'hh').

upp
Select packets with a protocol number of 17. Equivalent to PROTOCOL(17).

USEREXIT (exitname)
Names the user exit to be called for each selected record. The USEREXIT
keyword on the CTRACE command names a user exit that is called before the
SYSTCPDA packet trace filtering is done. If this exit routine returns a nonzero
return code, then the record is skipped by the SYSTCPDA formatter.

VLANID(vlanid)
Select packets that are written to or received from an OSAENTA trace with one
of the specified VLAN identifiers. From 1 to 16 identifiers can be specified.
This filter applies only to type 7 trace records. A VLAN identifier has a value
in the range 0 - 4094.

Tip: The DEVICEID, MACADDR, ETHTYPE, and VLANID filter keywords
apply to SYSTCPOT data. If these keywords are specified with SYSTCPDA
data, then these filters are ignored.

WWW [ (port_number |80)]
Select HTTP protocol packets. The port_number defines the HTTP port number
to select packets for formatting. Equivalent to PORT(80).

X25
Select packet trace records created by the X25 processor.

Tip: This option is obsolete, but it is still accepted.

Report Examples
The CTRACE packet trace (SYSTCPDA) report generation outputs are described in
the following examples.

Because IPv6 increases the IP address size, formatted IPv6 packet/data traces
might be much wider than 80 columns.

OPTION:
Purpose

List the selected options and default keyword values.
Format

CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((STAT(DETAIL) OPTION TCP))

COMPONENT TRACE SHORT FORMAT

COMP (SYSTCPDA) SUBNAME ( (TCPCS))

OPTIONS((STAT(DETAIL) OPTION TCP))

z/0S TCP/IP Packet Trace Formatter, (C) IBM 2000-2005, 2004.365
DSNAME (' IPCS.R744334 .DUMPA")

E 0PTIONS ((Both Bootp(67,68) Checksum(Summary) Cleanup(500) Datasize(0) DelayAck(200,200)
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Domain(53) EE(12000:12004) Finger(79) Flags() Ftp(20,21) Gain(125,250) Gopher(70) Limit(999999999)
Gmt Ntp(123) Option Reassembly(65535,Summary) Router(520) Rpc(111) Sasp(3860) Segment Smtp(25)
Snmp(161,162) Speed(10,10) Statistics(Detail) Telnet(23,80,) Tftp(69) Time(37) Userexit() Www(80)
Protocol( /* 1 %/ 6 /x TCP */, ) ))

*xxx 2004/01/26
I - Inbound packet
0 - Outbound packet

Dp
oT

IT

oT

IT

IT

oT

oT

IT

Nr
1

2

hh:mm:ss

14:

14:

14:

14:

14:

14:

14:

14:

18:00.

18:00.

18:00.

18:01.

18:01.

18:01.

18:03.

18:03.

The following fields are on the OPTION report.

DSNAME - The name of the source data.
2| OPTIONS((...)) - A listing of the active options with default values.

H When a filter is specified, the list of filters with the number of filter values

and filter values.

SUMMARY:
Purpose

Show one or two lines of information about each record in the trace.

Format

CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SUMMARY

The following fields are on the SUMMARY report.

- mmmmmm

447462
601784
601917
111074
126148
126248
290611

373175

IpId Seq_num Ack_num Wndw Flags DatLn Source/Destination
19E6 1452693653 0 32768 SYN 0 10.7.1.61-3470
192.168.248.44-5000
4E3C 3454024895 1452693654 32768 ACK SYN 0 192.168.248.44-5000
10.7.1.61-3470
1A00 1452693654 3454024896 32768 ACK 0 10.7.1.61-3470
192.168.248.44-5000
4E3D 3454024896 1452693654 32768 ACK PSH 47 192.168.248.44-5000
3232302D 2057656C *....... % 220- Wel= 10.7.1.61-3470
4E3E 3454024943 1452693654 32768 ACK PSH 65 192.168.248.44-5000
32323020 52582E69 *........ 220 RX.ix 10.7.1.61-3470
1A46 1452693654 3454025008 32703 ACK 0 10.7.1.61-3470
192.168.248.44-5000
1B7F 1452693654 3454025008 32703 ACK PSH 10 10.7.1.61-3470
55534552 20637673 *........ USER cvs* 192.168.248.44-5000
4E3F 3454025008 1452693664 32768 ACK PSH 32 192.168.248.44-5000
33333120 50617373 *....&/.. 331 Pass* 10.7.1.61-3470

Figure 19. Example of a SUMMARY report

D Direction of the packet:

I Inbound
(@) Outbound

P The packet protocol

T TCP

U UDP

I ICMP

G IGMP

D Data Trace
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P Neither TCP, UDP, ICMP, nor IGMP
Nr The CTRACE record number

hh:mm: ss . mmmmmmm
The time stamp of the record

Source
The source IP address and port number

Destination

The destination IP address and port number
IpId

The packet ID number in hexadecimal
* For TCP

seq_num
The sequence number

ack_num
The acknowledgment sequence number

wndw
The window size

flags
The TCP header flags

DatL
The length of data in the datagram

EBCDIC
The first 8 bytes with EBCDIC translation

ASCII
The first 8 bytes with ASCII translation
e For UDP

nnnnn
The length of the UDP datagram

DatL
The length of the UDP packet data

EBCDIC
The first 8 bytes with EBCDIC translation

ASCII
The first 8 bytes with ASCII translation
e For ICMP

ccceeccecc
The type of ICMP message

XXXXXXXXXX
The first 8 bytes of the user data in hexadecimal

e For IGMP

nnnnn
The maximum response time

cccececcecc
The type of IGMP message
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nnn.nnn.nnn.nnn
The IGMP group address

* Other protocols

cccecececcc
The protocol name

nnnnn
The length of the protocol data

EXPORT:
Purpose

Reformat the information about the IP header, protocol header, and packet data
into a file with CSV format.

Format
ALLOC FILE(EXPORT) DA(EXPORT.CSV) SPACE(15 15) TRACK

CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((EXPORT))

The following describe the EXPORT, EXPORT(SUMMARY), and EXPORT(DETAIL)

report outputs.
¢ EXPORT

Export Report
I8 124 records written to USER2.EXPORT.CSV
rd 20,168 bytes written

The following fields are on the EXPORT report.

The number of data records written to the export data set.

The size of the export data set.
* EXPORT (SUMMARY)

"Flags ","Packet","Absolute Time ","Rel Time","Delta Time",

"Device

"IpId","IpLen",

III O II’
"0SAQDIOLINK

17158, 78,

III 0 II’
"OSAQDIOLINK

5971, 56,

III O II,
"LOOPBACK

129, 56,

IIO 0 II’
"0SAQDI046

20, 60,

IIO O II’
"0SAQDIO46

32, 72,

III 0 II’
"0SAQDIO46

32, 72,

IIO O II’
"LOOPBACK6

20, 60,

III O II’
"LOOPBACK6

68, 108,

", "Source ","Destination "

"Protocol ", "Summary"
1,"19:49:42.788207", 0.000000, 0.000000,

","9.67.115.17 ","9.67.115.63 ",
"UDP","S=137 D=137 LEN=58"
29,"19:52:21.240160",158.451952, 0.016739,

","9.67.115.69 ","9.67.115.5 ",

"ICMP","? LEN=28"
37,"19:52:27.783944" ,164.995736, 0.000134,

","9.67.115.5 ","9.67.115.5 ',
"ICMP","? LEN=28"
40,"19:52:39.284802",176.496595, 5.500260,

","FEC9:C2D4::6:2900:EDC:217C","FEC9:C2D4::9:67:115:17",
"UDP","S=32810 D=33435 LEN=20"
41,"19:52:39.284870",176.496662, 0.000067,

","FEC9:C2D4::6:2900:EDC:217C","FFO2::1:FF15:17",
"ICMPv6","ICMPv6"
42,"19:52:39.285955",176.497748, 0.001085,

","FEC9:C2D4::9:67:115:17","FEC9:C2D4::6:2900:EDC:217C",
"ICMPv6","ICMPv6"
49,"19:52:58.286347",195.498140, 13.972912,

", "FEC9:C2D4::9:67:115:5","FEC9:C2D4::9:67:115:5",
"UDP","S=32810 D=33435 LEN=20"
50,"19:52:58.286530",195.498323, 0.000182,

", "FEC9:C2D4::9:67:115:5","FEC9:C2D4::9:67:115:5",
"ICMPv6","ICMPv6"
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The following describes fields found on the EXPORT (SUMMARY) report:
Control flags

Direction
— I — Input
- O — Output

A The packet was abbreviated (used with the following fragment flags).
R Reassembled packet.
(0] The Only fragment of a packet (it is complete).
F First fragment of a packet.
M Middle fragment of a packet.
L Last fragment of a packet.
T The packet was in a tunnel.

Packet
The packet number

Absolute Time
The time stamp on the packet

Rel Time
The time from the first packet in seconds

Delta Time
The time from the previous packet in seconds

Device
The device the packet was received on or sent from

Source
The source IP address

Destination
The destination IP address

IpId
The ID number from the IP packet header

IpLen
The length of the IP packet

Protocol
The protocol from the IP packet

Summary
Additional information from the protocol header.

- EXPORT (DETAIL)

"Flags ","Packet","Delta Time","Source ",

"Destination ","Protocol ","Summary"

"To ", 10," 69.006010","9.67.115.5 ",

"9.67.115.5 tSMIPM," S=9.67.115.5 D=9.67.115.5 LEN=71 ID=110"
"To ", 10," 69.006010","9.67.115.5 ",

"9.67.115.5 ","UDP"," S=1036 D=161 LEN=51"

"To ", 10," 69.006010","9.67.115.5 ",

"9.67.115.5 ","SNMP","GetRequest dpiPathNameForUnixStream.0"
"oo ", 24," 0.002956","9.67.115.5 ",

"9.67.115.69 SUIPY," S=9.67.115.5 D=9.67.115.69 LEN=40 ID=121"
"oo ", 24," 0.002956","9.67.115.5 ",

"9.67.115.69 ","UDP"," S=32810 D=33436 LEN=20"
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IIO O II’

"FEC9:C2D4:

IIO 0 II,

"FEC9:C2D4:

||I 0 ||’

"FEC9:C2D4:

III 0 II’

"FEC9:C2D4:

51," 0.002695","FEC9:C2D4::9:67:115:5",

:9:67:115:5","IP"," S=FEC9:C2D4::9:67:115:5 D=FEC9:C2D4::9:67:115:5 LEN=60 ID=20"

51," 0.002695","FEC9:C2D4::9:67:115:5",

:9:67:115:5","UDP"," S=32810 D=33436 LEN=20"

52," 0.000244","FEC9:C2D4::9:67:115:5",

:9:67:115:5","IP"," S=FEC9:C2D4::9:67:115:5 D=FEC9:C2D4::9:67:115:5 LEN=108 ID=68"

52," 0.000244","FEC9:C2D4::9:67:115:5",

:9:67:115:5","ICMPv6"

The following describes fields found on the EXPORT (DETAIL) report:
Control flags

Direction
- I — Input
— O — Output
A The packet was abbreviated (used with the following fragment flags).
R Reassembled packet.
o Only fragment of a packet (it is complete).
F First fragment of a packet.
M Middle fragment of a packet.

L Last fragment of a packet.
T The packet was in a tunnel.

Packet
The packet number.

Delta Time
The time from the previous packet in seconds.

Source
The source IP address.

Destination
The destination IP address.

Protocol
There are multiple lines about a single packet. The first line contains "IP"
identify the data in the summary field. The second line identifies

to

information about the protocol used by the packet. The possible third line

identifies the application data in the packet.

Summary
Additional information from the protocol headers or packet data.

FORMAT:
Purpose

Format the CTRACE record header, the IP packet header, the protocol header, and

the packet data. If one of the ports is a well-known port number and the
SYSTCPDA supports data for the port number, the packet data is shown.

Format
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((FORMAT))

iy 3 MVSJ PACKET 00000001 23:39:11.873541 Packet Trace
¥4 To Interface : TR1 Device: LCS Token Ring  Full=56
Tod Clock : 2002/02/12 23:39:11.873539
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H Sequence # : 0 Flags: Pkt Ver2 Out
Source Port . 1025 Dest Port: 53 Asid: 001E TCB: 007F62C0

B IpHeader: Version : 4 Header Length: 20
Tos : 00 Q0S: Routine Normal Service
Packet Length : 56 ID Number: QOOE
Fragment : Offset: 0

B : 64 Protocol: UDP CheckSum: A6FB FFFF
Source : 9.67.113.65
Destination : 9.37.80.3

@ uop
Source Port 21025 () Destination Port: 53 (domain)
Datagram Length : 36 CheckSum: ADOB FFFF

DNS: 28

ﬂ;; ->>DNS HEADER<<- opcode: QUERY, status: NOERROR, id: 40266
53 flags: rd; Ques: 1, Ans: 0, Auth: 0, Addit: 0

53 QUESTIONS: 1
53 w3.ibm.com IN AAAA

1

o A summary line indicating the source of the trace record showing:
* The record number.
* The system name.
* The type of the trace record.

* The time the record was moved to the trace buffer, or with the TOD option
the time the trace data was captured.

¢ The description of the trace record, Packet Trace, Data Trace, EE, or
OSAENTA.

The trace header with these fields:

* The direction of the trace record: From or To.

* The network interface name (or job name for Data Trace).
* The device type.

* Full or Abbrev with amount of trace data available.

* The time the trace record was captured.

* The number of records lost.

The segment number of the CTRACE record for which this packet trace record
was written.

The flags that describe this trace record:
CfTxt This packet contains confidential text.
Adj  The CTRACE record size was adjusted to a halfword length.

Tunnel
This packet consists of multiple protocol headers, for example, UDP
that has an SNA packet (EE).

Rsm  This packet was reassembled from multiple packets.

Home The source and destination of this packet are the same.

IpExt The packet has IP header extensions.

LS The packet was part of a segmentation offload group of packets.
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Ping The packet is ICMP or ICMPv6 echo or echo reply packet.
Dat  The packet was written in response to a DATTRACE command.
AH  The packet contains an authentication header.

Seg  This trace record was assembled from multiple CTRACE record
segments.

In This packet is an inbound packet.
Out  This packet is an outbound packet.
Bad  The packet had a validation error.

CkSum
The packet had a checksum error.

Pdus This packet was written when multiple packets were in the same set of
buffers.

QID  This packet contains a nonzero OSA QID.

Nta  This packet was written in response to an OSAENTA command.
VLan This packet contains a VLAN identifier.

Frame This packet contains an Ethernet header.

LPAR This packet sent over an OSA as LPAR to LPAR.

L2 This packet was sent as a Level 2 packet (directly routed by using
MAC addresses).

L3 This packet was sent as a Level 3 packet (indirectly routed by using IP
addresses).

Dscrd This packet was discarded by OSA or by TCPIP.

Rsp  This packet is a SNA RU response.

Req  This packet is a SNA RU request.

FMD This packet is a SNA Function Management RU.

NC This packet is a SNA Network Control RU.

SC This packet is a SNA System Control RU.

DFC  This packet is a SNA Data Flow Control RU.

FMH This packet contains a SNA Function Management header.
SMC This packet was sent over an SMC-R interface.

The IP header showing fields from the IPv4 header. The header length is the
number of bytes for the header. The offset field is the number of bytes from
the end of the IP header where the fragment appears. With the REASSEMBLY
option active, this field always contains zeros.

The check sum value. If possible, the check sum of the packet is calculated. If
the calculated value is X'FFFF', the check sum is correct. If X'0000', the check
sum could not be calculated because the packet was incomplete or fragmented.
Other values indicate a check sum error.

The UDP protocol header. The fields of the header are shown.
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The port number for the PORT keywords define the port numbers to be used
to invoke a format routine.

Port
Keyword

67, 68
BOOTP

67, 68
DHCP

53 Domain

12000:12004
EE

79 Finger
70 Gopher
80 HTTP

500
IKE

4500
NAT

123
NTP

111
RPC

520
RIP

520
Router

25 SMTP

161,162
SNMP

23 TELNET
69 TFTP
37 TIME

The length of the DNS packet data following is shown.

The DNS header and resource records are formatted. Using the protocol
numbers and the known port numbers, format routines are invoked to format
standard packet data records.
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17 MVSN PACKET 00000004 19:43:02.541728 Packet Trace
2

To Interface : LOGETH5 Device: QDIO Ethernet Ful1=6300
Tod Clock : 2004/10/18 19:43:02.541728 Intfx: 5
Sequence # : 0 Flags: Pkt Out Offl
IpHeader: Version : 4 Header Length: 20
Tos : 00 Q0S: Routine Normal Service
0ffload Length : 6300 ID Numbers: 0012-0016
Fragment : Offset: 0
A : 64 Protocol: TCP CheckSum: 0000 971D
Source : 8.1.1.1
Destination 8.1.1.2
A rcr
Source Port : 1026 () Destination Port: 1026 ()
Sequence Number : 3823117120 Ack Number: 3823533758
Header Length : 32 Flags: Ack Psh
Window Size : 32768 CheckSum: 120B 0000 Urgent Data Pointer: 0000
0ffload Segments : 4 Length: 1448 Last: 456
Option : NOP
Option : NOP
Option : Timestamp Len: 10 Value: F3913448 Echo: F3913446

Figure 20. Format report example
A summary line indicating the source of the trace record showing:
* The record number.
* The system name.
* The type of the trace record.

* The time the record was moved to the trace buffer, or with the TOD option
the time the trace data was captured.

* The description of the trace record, Packet Trace or Data Trace.

The trace header with these fields:

* The direction of the trace record: From or To.

¢ The network interface name (or job name for Data Trace).
* The device type.

* Full or Abbrev with amount of trace data available.

* The time the trace record was captured.

* The number of records lost.

* The packet trace header flags.

* For inbound traffic, the queue identifier (QID) and queue type (for example,
SYSDIST, BULKDATA, or EE) on which this packet was received using
QDIO inbound workload queueing. For more information about QIDs, see

DIO inbound workload queueing|in |z/OS Communications Server: IP]
Configuration Guide

The IP header showing fields from the IPv4 header. The header length is the
number of bytes for the header. The offset field is the number of bytes from
the end of the IP header where the fragment appears. With the REASSEMBLY
option active, this field always contains zeros. If segmentation is offloaded, the
ID number field shows the range of IP identifiers represented by this send and
the Offload Length field shows the total length of the send (total data length
plus one set of headers).

Chapter 5. TCP/IP services traces and IPCS support 131



132

The check sum value. If possible, the check sum of the packet is calculated. If
the calculated value is X'FFFF', the check sum is correct. If X'0000', the check
sum could not be calculated because the packet was incomplete or fragmented.
Other values indicate a check sum error.

The TCP protocol header. The fields of the header are shown. If segmentation
is offloaded, the Offload Segments field shows the number of TCP segments
represented by this send and the length of each segment. The length of each
segment is the data length (not including headers). If all the segments are the
same size, then the Last field does not appear. If the remainder of data length
is nonzero, then Last field contains the remainder.

DUMP:
Purpose

Format the IP header, protocol header, and packet data in hexadecimal. The data
can also be translated into EBCDIC, ASCII, or both.

Format
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((DUMP))
1 MVS073 PACKET 00000001 19:49:42.788207 Packet Trace

From Interface : OSAQDIOLINK Device: QDIO Ethernet Full=78
Tod Clock 1 2002/02/12 19:49:42.788204
Sequence # : 0 Flags: Pkt Ver2
Source Port : 137 Dest Port: 137 Asid: 002B TCB: 00000000
IP Header : 20
000000 4500004E 43060000 8011FEC2 09437311 0943733F
H Protocol Header  : 8
000000 00890089 003AD7D7
H pata : 50 Data Length: 50
000000 AD3D0110 00010000 00000000 20464845 |.......ccvvvvee. SN FHE
000010 50464345 4C454846 43455046 46464143 [&...<..... &ooo. PFCELEHFCEPFFFAC
000020 41434143 41434143 41434142 4C000020 |...ovvennn.. <... ACACACACACABL..
000030 0001 .. ..
The IP header is dumped with no translation.
The protocol header is dumped with no translation.

The packet data is dumped with the translation specified by the ASCII, BOTH,
EBCDIC or HEX keyword. The default is BOTH. The amount of data dumped
can be limited by the value specified with the DUMP keyword. The default is

65535 bytes.

HPR:
Purpose

Select HPR packets and group them by TCID.

Format
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) OPTIONS((HPRDIAG(SUMMARY)))
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Hpr Stats Report

16384 bytes of storage were used for the HPR reports

TCID Pkt
1B7580F800010034 1
1B7580F900010035 3789
1B762A7F0001001E 1
1B762A800001001F 3340
1B762A800001002D 4340

Byte

156

218802
518802

PktOut
0fOrder

ByteOut

0fOrder

Pkt

ReXmit

Byte
ReXmit

STowDown

STowDown ElapsedTime

0 00:00:00.000000
0 00:00:00.000000
0 00:00:00.000000
0 00:00:00.000000
0 00:00:00.000000

TCID Provides the name of the TCID (local or remote) for that particular session.
Pkt Total number of packets for that TCID.
Byte Total number of bytes for that TCID.

PktOutOfOrder
Number of out-of-order packets for that TCID.

ByteOutOfOrder
Number of out-of-order bytes for that TCID.

PktReXmit
Number of packets retransmitted for that TCID.

ByteReXmit
Number of bytes retransmitted for that TCID.

SlowDwn
Number of ARB slowdowns for that TCID.

SlowDownElapsedTime
Total time spent in adaptive rate base (ARB) slowdown mode.

REASSEMBLY:
Purpose

This report shows the packets that were reassembled. Use the
REASSEMBLY(DETAIL) option to see all the packets that were reassembled. If the
reassembled packets are larger than 32K then use REASSEMBLY (nnnnn), where nnnnn
is the maximum size of a reassembled packet.

Format

CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((REASSEMBLY(DETAIL) STAT))
Reassembly of: 9.67.113.65-0 9.27.11.173-0 Id: 0043 status: +Fis +Lis
2

Rcd Nr Time Delta Offset Length Next Gap Data Flags
1638 15:28:49.975479 00:00:00.000000 0 3976 3976 0 3976 Fis
1639 15:28:49.975501 00:00:00.000022 3976 3976 7952 0 3976 Mis
1640 15:28:49.975524 00:00:00.000044 7952 3976 11928 0 3976 Mis
1641 15:28:49.975545 00:00:00.000066 11928 3976 15904 0 3976 Mis
1642 15:28:49.975567 00:00:00.000088 15904 3976 19880 0 3976 Mis
1643 15:28:49.975594 00:00:00.000115 19880 3976 23856 0 3976 Mis
1644 15:28:49.975620 00:00:00.000141 23856 3976 27832 0 3976 Mis
1645 15:28:49.975689 00:00:00.000210 27832 3976 31808 0 3976 Mis
1646 15:28:49.975737 00:00:00.000258 31808 3976 35784 0 3976 Mis
1647 15:28:49.975771 00:00:00.000292 35784 3976 39760 0 3976 Mis
1648 15:28:49.975804 00:00:00.000325 39760 3976 43736 0 3976 Mis
1649 15:28:49.975835 00:00:00.000356 43736 3976 47712 0 3976 Mis
1650 15:28:49.975865 00:00:00.000386 47712 3976 51688 0 3976 Mis
1651 15:28:49.975898 00:00:00.000419 51688 3976 55664 0 3976 Mis
1652 15:28:49.975926 00:00:00.000447 55664 3976 59640 0 3976 Mis
1653 15:28:49.975962 00:00:00.000483 59640 3976 63616 0 3976 Mis
1654 15:28:49.975986 00:00:00.000507 63616 392 64008 0 392 Lis

64,008 bytes is the final length of the IP packet
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17 packets were used for reassembly
64,008 bytes were accumulated for reassembly

EF Packet Reassembly Report
Maximum reassembly buffer size is 65535
B} Reassembly of: 9.27.11.173-0 9.67.113.65-0 Id: 3694 status: +Fis +Lis

Rcd Nr Time Delta Offset Length Next Gap Data Flags
1655 15:28:50.024685 00:00:00.000000 0 1480 1480 0 1480 Fis
1656 15:28:50.024705 00:00:00.000019 1480 1480 2960 0 1480 Mis
1657 15:28:50.024739 00:00:00.000053 2960 1480 4440 0 1480 Mis
1658 15:28:50.024772 00:00:00.000086 4440 1480 5920 0 1480 Mis
1659 15:28:50.025506 00:00:00.000820 5920 1480 7400 0 1480 Mis
1660 15:28:50.030534 00:00:00.005848 7400 1480 8880 0 1480 Mis
1661 15:28:50.030592 00:00:00.005906 8880 1480 10360 0 1480 Mis
1662 15:28:50.030607 00:00:00.005921 10360 1480 11840 0 1480 Mis
1663 15:28:50.030650 00:00:00.005964 11840 1480 13320 0 1480 Mis
1664 15:28:50.030683 00:00:00.005997 13320 1480 14800 0 1480 Mis
1665 15:28:50.030698 00:00:00.006012 14800 1480 16280 0 1480 Mis
1666 15:28:50.042927 00:00:00.018241 16280 1480 17760 0 1480 Mis
1667 15:28:50.042946 00:00:00.018261 17760 1480 19240 0 1480 Mis
1668 15:28:50.043006 00:00:00.018320 19240 1480 20720 0 1480 Mis
1669 15:28:50.043021 00:00:00.018335 20720 1480 22200 0 1480 Mis
1670 15:28:50.043058 00:00:00.018372 22200 1480 23680 0 1480 Mis
1671 15:28:50.043114 00:00:00.018428 23680 1480 25160 0 1480 Mis
1672 15:28:50.043130 00:00:00.018444 25160 1480 26640 0 1480 Mis
1673 15:28:50.043174 00:00:00.018488 26640 1480 28120 0 1480 Mis
1674 15:28:50.043222 00:00:00.018536 28120 1480 29600 0 1480 Mis
1675 15:28:50.043257 00:00:00.018571 29600 1480 31080 0 1480 Mis
1676 15:28:50.043544 00:00:00.018858 31080 1480 32560 0 1480 Mis
1677 15:28:50.043592 00:00:00.018906 32560 1480 34040 0 1480 Mis
1678 15:28:50.043607 00:00:00.018921 34040 1480 35520 0 1480 Mis
1679 15:28:50.044618 00:00:00.019932 35520 1480 37000 0 1480 Mis
1680 15:28:50.044649 00:00:00.019963 37000 1480 38480 0 1480 Mis
1681 15:28:50.044698 00:00:00.020012 38480 1480 39960 0 1480 Mis
1682 15:28:50.044712 00:00:00.020026 39960 1480 41440 0 1480 Mis
1683 15:28:50.044745 00:00:00.020059 41440 1480 42920 0 1480 Mis
1684 15:28:50.044778 00:00:00.020092 42920 1480 44400 0 1480 Mis
1685 15:28:50.050178 00:00:00.025492 44400 1480 45880 0 1480 Mis
1686 15:28:50.050212 00:00:00.025527 45880 1480 47360 0 1480 Mis
1687 15:28:50.050244 00:00:00.025558 48840 1480 50320 -1480 1480 Mis
1688 15:28:50.050275 00:00:00.025589 50320 1480 51800 0 1480 Mis
1689 15:28:50.050328 00:00:00.025642 51800 1480 53280 0 1480 Mis
1690 15:28:50.050343 00:00:00.025657 53280 1480 54760 0 1480 Mis
1691 15:28:50.054558 00:00:00.029872 54760 1480 56240 0 1480 Mis

1692 15:28:50.054614 00:00:00.029928 57720 1480 59200 -1480 1480 Mis
1693 15:28:50.054628 00:00:00.029942 59200 1480 60680 0 1480 Mis
1694 15:28:50.054680 00:00:00.029994 62160 1480 63640 -1480 1480 Mis
1695 15:28:50.054694 00:00:00.030008 63640 368 64008 0 368 Lis
64,008 bytes is the final length of the IP packet
41 packets were used for reassembly
59,568 bytes were accumulated for reassembly

B 1.641 packets required reassembly
54 IP packet reassemblies were done
52 IP packets were completely reassembled
2 IP packets were incomplete
0 packets failed reassembly
1,627 storage requests for buffers were made
64,080 bytes of buffer space are still in use
191,872 bytes of buffer space was the maximum in use
114,688 bytes of control storage were used

Reassembly is always done (except with the NOREASSEMBLY option). However,

the REASSEMBLY(DETAIL) option is needed for the report on completed
reassemblies.
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The current packet that was reassembled is identified with source and
destination IP address and port numbers. The IP identification number is
shown. The status of the reassembly is shown. Completed packets are shown
when the final packet is received. Incomplete packets are shown during the
final processing.

Each packet that was reassembled is shown. The flag shows the type of packet:
Fis First in the segment. The offset was 0.

Mis  Middle in the segment. The offset was a nonzero value and the more
fragment flag was set.

Lis Last in the segment. The offset was nonzero and the more fragment
flag was not set.

Ooo  The packet arrived out of order.

The Gap field is the number of bytes between the end of one packet and the
start of the next. This should have a value of zero for normal processing.
Nonzero values indicate duplicate data being sent.

When all the trace records have been processed the final report on reassembly
is formatted. The maximum reassembly buffer size is shown. Packets that
would exceed this size are rejected. This simulates the Ping of Death
processing.

Incomplete packets that did not complete reassembly are shown.

The total number of trace records that were reassembled is shown with other
statistics.

200 packets required reassembly
The number of packets that required reassembly (that had a fragment
offset or the more fragment flag set).

57 IP packet reassemblies were done
The number of reassembled packets.

54 IP packets were completely reassembled
The number of reassembled packets where all the fragments were
found.

3 IP packets were incomplete
The number of reassembled packets where all the fragments were not
found.

0 packets failed reassembly
The number of packets that would have caused the completed packet
to exceed the reassembly size.

170 storage requests for buffers were made
The number of times a request for reassembly buffer was made.

128,747 bytes of buffer space is still in use
The amount of storage still in use for incomplete packets.

284,158 bytes of buffer space was the maximum in use
The maximum amount of storage in use while reassembling packets.
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Guideline: For reassembled packets, the calculated check sum fields are not
X'FFFF', because the packets were modified by the reassembly process.

SESSION TCP:
Purpose

This report shows traffic for a TCP session.

Format
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((SESSION TCP))

2 packets summarized

Local Ip Address: FEC9:C2D4::6:2900:EDC:217C

Remote Ip Address: FEC9:C2D4::9:67:115:17

Host: Local, Remote
Client or Server: CLIENT, SERVER
Port: 1027, 21
Application: , ftp
Link speed (parm): 10, 10 Megabits/s
H Connection:

First timestamp: 19:55:46.934032
Last timestamp: 19:55:46.934989
Duration: 00:00:00.000957
Average Round-Trip-Time: 0.000 sec
Final Round-Trip-Time: 0.000 sec
Final state: CLOSED (PASSIVE RESET)
Qut-of-order timestamps: 0

ﬂ Data Quantity & Throughput: Inbound, Outbound
Application data bytes: 0, 0
Sequence number delta: 0, 1
Total bytes Sent: 0, 0
Bytes retransmitted: 0, 0
Throughput: 0, 0 Kilobytes/s
Bandwidth utilization: 0.00%, 0.00%
Delay ACK Threshold: 200, 200 ms
Minimum Ack Time: 0.000957, 0.000000
Average Ack Time: 0.000957, 0.000000
Maximum Ack Time: 0.000957, 0.000000

B} Data Segment Stats: Inbound, Outbound
Number of data segments: 0, 0
Maximum segment size: 1432, 0
Largest segment size: 0, 0
Average segment size: 0, 0
Smallest segment size: 0, 0
Segments/window: 0.0, 0.0
Average bytes/window: 0, 0
Most bytes/window: 0, 0
0ffload Sends: 3 ( 50%)
0ffload Segments: 6

Offload Bytes: 43616 (72.69%)
Total Packets(normal + offload): 18 (83.33%)
B window Stats: Inbound, Outbound
Number of windows: 0, 0
Maximum window size: 0, 0
Largest window advertised: 0, 32768
Average window advertised: 0, 32768
Smallest window advertised: 0, 32768
Window scale factor: 0, 0
Window frequency: 0, 0 Windows/s
Time Stamp updates: 0, 0
Total Round Trip Time: 0.000000, 0.000000 ( 0%), ( 0%)
Average Round Trip Time: 0.000000, 0.000000
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@ Number of:
Packets:
(x) Untraced Packets:
(.) In-order data:
(a) Acknowledgments:
(+) Data and ACK:
(u) Duplicate ACKs:
(w) Window size updates:
(z) Zero window sizes:
(p) Window probes:
(k) Keepalive segments:
(r) Retransmissions:
(o) Out-of-order:
(d) Delayed ACKs:
(f) Fragments:
Time Spent on:
(.) In-order data:
(a) Acknowledgments:
(+) Data and ACK:
(u) Duplicate ACKs:
(w) Window size updates:
(z) Zero window sizes:
(p) Window probes:
(k) Keepalive segments:
(r) Retransmissions:
Qut-of-order:
Delayed ACKs:
Fragments:
B Number of:
( S) SYN:
(AS ) ACK SYN:
( F) FIN:
(A F) ACK FIN:
( R ) RST:
(U ) URG:
Bl Time Spent on:
( S ) SYN:
(A S ) ACK SYN:
( F) FIN:
(A F) ACK FIN:
( R ) RST:
(U ) URG:

Messages:

Inbound,
1,

.

.

[cNoNoNoNoNoNooNoNoN ool
v e v e v v v ow v o

Inbound,
.000000,
.000957,
.000000,
.000000,
.000000,
.000000,
.000000,
.000000,
.000000,
.000000,
.000000,
.000000, 00:

Inbound,

Inbound,
.000000, 00:
.000000, 00:
.000000, 00:
.000000, 00:
.000957, 00:
.000000, 00:

:00:
:00:
:00:
:00:
:00:
:00:
:00:
:00:
:00:
:00:
:00:
00:

00:
00:
00:
00:
00:
00:

2) The largest inbound window is less than twice the inbound MSS.
2) This may reduce inbound throughput for bulk data transfers.

2) It is usually desirable for the window size to be at twice the MSS.

3) The outbound side of the connection appears to be a bulk data transfer.

I - Inbound packet
0 - Outbound packet

10 [l TcpHdr RO Seq
S 0 29260429 0
AR Ta 0 29260430

Outbound
1
0
0 ( 0.00%), ( 0.00%)
0 (100.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
Outbound
00.000000 ( 0.00%), ( 0.00%)
00.000000 (106.33%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
Outbound
1 (0.00%), (100.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
0 (100.00%), ( 0.00%)
0 ( 0.00%), ( 0.00%)
Outbound
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)
00.000000 (106.33%), ( 0.00%)
00.000000 ( 0.00%), ( 0.00%)

Ack RcvWind Data Delta Time TimeStamp RcdNr State Inf Ip_id Rtt TimeStmpV Time
32768 0 0.000000 19:55:46.934032 101 SYN_SENT 4 0028 0.00 0.000 316250
0 0 0.000957 19:55:46.934989 102 CLOSED 4 0014 0.00 0.000 316250
Host

The number of packets records for this session; the IP addresses and port of

the session.

Connection

The first and last time of the session, the length of the session, the final value
of RRT, and the final state of the session.

Data Quality & Throughput
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These statistics are about the quantity of data transmitted. The number of bytes
received inbound and the number of bytes send outbound.

Data Segment Stats

These statistics are about the segments, the number of segments, and the sizes
of the segments. The maximum segment size is captured from the SYN packet.
Offload statistics appear only when there were any offloaded packets. These
values reflect the number of offload packets, the number segments in these
offloaded packets, the number of bytes in offloaded packets, and the total
number of segments that are sent from the interface.

Window Stats

These statistics are about the window changes. The Window scale factor is
captured from the SYN packet. The Time Stamp updates are captured from the
Tep header options.

Number of Packets

These statistics are about the number of data packets that flow for carrying
data. The percentages are based on the number of packets.

Time Spent on:

These statistics are about the delta times of data packets that flow for carrying
data. The percentages are based on the duration of the session.

Number of

These statistics are about the number of control packets that flow for starting
and ending a session. The percentages are based on the number of packets.

Time Spent on

These statistics are about the delta times of control packets that flow for
starting and ending a session. The percentages are based on the duration of the
session.

Details TcpHdr

The flags from the TCP header

* This packet is reassembled.

This packet is an acknowledgment.
This packet has the PUSH flag set.
This packet is urgent.

This packet is a syn.

This packet is a fin.

A~ d »w g < »

This packet is a reset.
The type of data packet has one of the following flags:

The packet flowed in order as per its sequence number.
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X There is a gap in the sequence number and it looks like there is
untraced data.

a The packet is a stand-alone acknowledgment of previously received
data.

+ The packet is an acknowledgment of previously received data and also
contains data.

u The packet is an acknowledgment of data previously acknowledged.

w The packet updated the window size.

z The packet changed the window size to zero.

P The packet was a window probe.

k The packet was a keepalive packet.

r The packet was retransmission.

o The packet arrived out of order.

d The packet exceeded the delay time threshold.

f The packet was a fragment of a complete IP packet.

! A dropped packet that had a checksum error, that was a fragment, or
that was discarded.

SESSION UDP:
Purpose

This report shows traffic for a UDP session.

Format
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((SESSION UDP))

2 UDP packets summarized
2

Local IP address: 9.42.105.112
Local port, app: 1313
Remote IP address: 9.42.106.4
Remote port, app: 53 domain
Protocol: ubp
H First TimeStamp: 2011/01/21 19:37:01.024385
Last TimeStamp: 2011/01/21 19:37:01.027320
Duration: 00:00:00.002935
B statistics: Inbound,  Outbound
Packets: 1, 1
Fragments: 0, 0 ( 0%), ( 0%)
Bytes sent: 261, 28
Time spent sending: 00:00:00.0, 00:00:00.0 ( 100%), ( 0%)
Time spent fragments: 00:00:00.0, 00:00:00.0 ( 0%), ( 0%)
Throughput: 90.512, 9.71 K/s
Largest segment size: 261, 28
Average segment size: 261, 28
Smallest segment size: 261, 28
Direction change: 1, 0
B uop Flags 10 Delta Time DatLn RcdNr Inf Ip_id Froff Drop Esp#
0 00:00:00.000000 19:37:01.024385 28 7 9 0717 0 0 0
I 00:00:00.002935 19:37:01.027320 261 8 9 68E4 0 0 0

The number of packet records for this session.
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The IP addresses and port numbers of the session, and the protocol that is
used for the session.

The first and last time of a packet in the session and the length of the session.

Data Segment Stats

These statistics are about the packets, the number of packets, and the sizes of
the packet. The largest, average, and minimum packet size. The time spent
sending and receiving packets.

Details about each packet. The following flags can be set:
Don't Fragment flag is set
Only in chain packet

First in chain packet
Middle in chain packet
Last in chain packet
Encapsulated packet
Reassembled packet
ICMP Echo packet

ICMP Echo request packet
ICMP Echo reply packet
Check sum error in packet
OSAENTA packet

VLAN ID in packet

Layer 2 packet

w N <L ZNRO" R AT ZTOU

Layer 3 packet

Discarded packet

L]

Inbound packet
(0] Outbound packet

SNIFFER:
Purpose

This report shows information that is written to the SNIFFER data set.

Restriction: Do not use the SNIFFER option when the CTRACE subcommands are
used with the IPCS MERGE subcommand. The SNIFFER data file is written over
by the multiple CTRACE commands that specify the SNIFFER option.

Format
ALLOC F(SNIFFER) DATASET(SNIFFER.TRC) LRECL(1600) RECFM(V B) REUSE TRACK SPACE(15 15)

CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((SNIFFER NOREASSEMBLY STATS))
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Interface Table Report

Index Count Link Address

1 5 OSAQDIOLINK 9.67.115.63

2 42 LOOPBACK 127.0.0.1

3 18 OSAQDIOLINK 9.67.115.5

4 31 0SAQDIO46 FEC9:C2D4::6:2900:EDC:217C
5 21 0SAQDIO46 FE80::6:2900:EDC:217C

6 6 LOOPBACK6 i:l

Sniffer Report

13,963 records written to USER2.SNIFFER.ETH
1,730,182 bytes written

1184 packets were abbreviated

200 is the maximum data size

12438 packets were truncated from 1546 bytes

The list of device names found in the selected records. Each device is assigned
an interface index.

This record count includes the two header records and one trailer record
written to the SNIFFER data set.

The number of data bytes written to the SNIFFER data set. This is the amount
of data to be downloaded.

The number of abbreviated records. This number is included in [J.
Maximum size of the truncated records.

The number of truncated records. Records were truncated because the size of
the packet exceeded the logical record length of the SNIFFER file. Increase the
logical record length to prevent the records from being truncated. The
maximum logical record length is 32,763 or the size of physical disk blocks,
whichever is smaller.

STATISTICS:
Purpose

The records are counted by record type, device type, device name, job name,
protocol, IP address, TCP port number, and UDP port number.

Format
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((STATISTICS(DETAIL)))

No packets required reassembly

SYSTCPDA Trace Statistics

ctrace records processed
segmented trace records read
segmented trace records were Tlost
trace records read

records could not be validated
records passed filtering

packet trace records processed
data trace records processed

123

H Record Type Report
Total
65

58

Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Record Type
10 644 1 2002/02/12 19:49:42 123 2002/02/12 19:57:45 1(Packet Trace)
39 2840 40 2002/02/12 19:52:39 117 2002/02/12 19:56:29 4(Packet Trace)
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123 74 5642 49
2 Record Type(s) found
Ip Version Report

Total Input Data Output

65 55 3814 10
58 19 1828 39
123 74 5642 49

2 Ip Version(s) found
E Device Type Report
Total Input Data Output

42 42 2667 0
23 13 1147 10

6 3 324 3
52 16 1504 36
123 74 5642 49

4 Device Type(s) found
B interface Report

Total Input Data Output

42 42 2667 0

6 3 324 3
23 13 1147 10
52 16 1504 36
123 74 5642 49

4 Interface(s) found
Interface Address Report

Total Input Data Output
5 5 699 0

42 42 2667 0

18 8 448 10

31 14 1360 17

21 2 144 19

6 3 324 3

123 74 5642 49

6 Interface Address(s) found
Asid Report

Total Input Data Output

34 0 0 34
89 74 5642 15
123 74 5642 49

2 Asid(s) found
B Protocol Report

Total Input Data Output
30 29 1624 1

4 2 120 2

53 26 2190 27

36 17 1708 19
123 74 5642 49

4 Protocol(s) found
@ 1P Address Report

Total Input Data Output
9 5 280 4
60 50 3115 10
5 5 699 0
5 5 699 0
9 3 168 6
4 0 0 4
21 2 144 19
4 2 144 2
2 1 72 1
6 3 216 3
31 14 1360 17

3484

Data
644
2840
3484
Data
644
180
2660
3484
Data
180
644

2660
3484

Data

644
1340
1320

180
3484
Data
2440

1044
3484

Data
284
160

1440

1600

3484

Data

404

644

240

240

1320

144

72

216

1340

Total

First

—_

Total

First

—

49
40
Total

First

EN

49

—_

40
Total

First

—_

~

16

40

46

49

Total

First
16

—_

Total

First

99

—_

41
Total

First
16

EN

—_

—_

22

55

46

45

116

76

40

yyyy/mm/dd
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: FEC9:

2002/02/12

Addr: FE80:

2002/02/12

Addr: FEC9:

yyyy/mm/dd
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: 9.67.

2002/02/12

Addr: FE80:

2002/02/12

Addr: FE80:

2002/02/12

Addr: FE80:

2002/02/12

Addr: FE80:

2002/02/12

Addr: FE80:

2002/02/12

Addr: FEC9:

hh.mm.ss Last yyyy/mm/dd
19:49:42 123 2002/02/12
19:52:39 117 2002/02/12
hh.mm.ss Last yyyy/mm/dd
19:49:48 123 2002/02/12
19:49:42 103 2002/02/12
19:52:58 54 2002/02/12
19:52:39 117 2002/02/12
hh.mm.ss Last yyyy/mm/dd
19:49:48 123 2002/02/12
19:52:58 54 2002/02/12
19:49:42 103 2002/02/12
19:52:39 117 2002/02/12
hh.mm.ss Last yyyy/mm/dd
19:49:42 103 2002/02/12
115.63

19:49:48 123 2002/02/12
115.5

19:51:17 33 2002/02/12
115.5

19:52:39 116 2002/02/12
C2D4::6:2900:EDC:217C
19:52:44 117 2002/02/12

:6:2900:EDC:217C

19:52:58

54

2002/02/12

C2D4::9:67:115:5

hh.mm.ss
19:51:17
19:49:42

Last
111
123

Last
123
102
122
117

Last
27

123

103

103

33

67

yyyy/mm/dd
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12

2002/02/12
2002/02/12
2002/02/12
2002/02/12

2002/02/12

:6:2900:ADC:217C

19:52:44

117

2002/02/12

:6:2900:EDC:217C

19:52:44

:202:55FF:FE64:

19:56:29

:206:2AFF:FE6G:

19:54:02

:206:2AFF:FE71:

19:52:39

105

117

94

116

2002/02/12
2DE7
2002/02/12
€800
2002/02/12
4400
2002/02/12

C2D4::6:2900:EDC:217C
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hh

hh.

19:
19:
19:

hh.
19:

.mm.
19:
19:

57:

SS

45

.SS
145
146
145
:29

.SS
:21

Ip Version
4
6

Device Type

34 (Loopback)
39(QDI0 Ethernet)
51(Loopback6)
53(QDIO Ethernetb)

Interface
LOOPBACK
LOOPBACK
0SAQDIOL
0SAQDIO4

Interface
0SAQDIOLINK

LOOPBACK
0SAQDIOLINK
0SAQDIO046
0SAQDIO046

LOOPBACK6

Asid
002A
002B

Protocol
1(ICMP)
6(TCP)

17 (UDP)

58 (ICMPV6)



324 3
348 4
376 1
348 4

0 5
0 1
0 1
0 1
0 9
8293 95

20 IP Address(s) found

6 3

8 4

3 2

8 4

5 0

1 0

1 0

1 0

9 0

198 103

Qos Report

Total Input
5 5

1 1

6 6

12 12

3 Qos(s) found
Tcp Port Report

Total
4

2
2
8

Input
2
1
1
4

Data Output

280 0
60 0
432 0
772 0

Data Output

120 2
60 1
60 1

240 4

3 Tcp Port(s) found
B udp Port Report

Total
3

A}

2

N
NN WSNNNYNWWWWWwWwWwWwW

101

Input
3

[av]

2

DO ODODODODDODWWWWWWW

47

Data Output
234
465

1491
213
213
213
213
213
213
213

(<]
N
PHEF NOWNNNNOODODODODODODOOO

w
(=2
[e<)
—
(%2

17 Udp Port(s) found
Protocol Summary Report

Tcp
Udp
Icmp
Other

Input
Protocol Packets

Bytes Packets

120
2190
3332

0

Session Summary Report
Input Output First

5

0

0

21

1

1

1

16

17

19

20

o

~

10

yyyy/mm/dd
2002/02/12

2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12

2002/02/12

2002/02/12
Addr: FEC9:
2002/02/12
Addr: FEC9:
2002/02/12
Addr: FEC9:
2002/02/12
Addr: FEC9:
2002/02/12
Addr: FEC9:
2002/02/12
Addr: FFO2:
2002/02/12
Addr: FFO2:
2002/02/12
Addr: FFO2:
2002/02/12
Addr: FFO2:

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12

yyyy/mm/dd
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12

Total
Packets
4
53
66
0

yyyy/mm/dd hh

180 49
260 40
304 110
260 88
300 74
72 41
72 111
72 89
648 56
6788 Total
Data First
0 18
0 100
0 77
0 Total
Data First
160 99
80 99
80 101
320 Total
Data First
0 1
0 83
0 4
0 4
0 10
0 34
0 68
0 84
0 106
0 118
1440 17
380 17
380 19
380 20
160 28
100 30
40 32
2880 Total
Output
Bytes
2 160
27 1440
20 1884
0 0
hh.mm.ss  Last
19:51:17 27 2
19:51:54 17 2
19:51:54 19 2
19:51:59 20 2
19:49:48 123 2
19:49:48 82
19:51:06 14 2

002/02/12 19:
002/02/12 19:
002/62/12 19:
002/62/12 19:
002/62/12 19:
002/62/12 19:

002/62/12 19:

19:52:58 54 2002/02/12
C2D4::9:67:115:5

19:52:39 102 2002/02/12
C2D4::9:67:115:17
19:56:24 113 2002/02/12
C2D4::206:2AFF:FE66:C800
19:55:04 100 2002/02/12
C2D4::206:2AFF:FE71:4400
19:53:57 82 2002/02/12
C2D4:1::9:67:114:44

19:
:1:
19:
:1:
19:
01
19:
01

hh.

19:
19:

By

3
5

.mm.
52:

51:

51:

51:

57:

49:

51:

52:
FF1
56:
FF6
55:

:FF7

53:
FFD

tes
630
216
SS
21
54
54
59
45
57

15

39 41 2002/02/12
5:17

24 111 2002/02/12
6:C800

04 89 2002/02/12
1:4400

17 66 2002/02/12
C:217C

.ss Last yyyy/mm/dd
:54 27 2002/02/12
120 100 2002/02/12
:02 116 2002/02/12

.ss Last yyyy/mm/dd
120 102 2002/02/12
:20 100 2002/02/12
:46 102 2002/02/12

.ss Last yyyy/mm/dd
142 3 2002/02/12
:38 103 2002/02/12
148 122 2002/02/12
148 8 2002/02/12
:06 14 2002/02/12
124 38 2002/02/12
142 72 2002/02/12
:00 97 2002/02/12
118 114 2002/02/12
136 122 2002/02/12
:54 95 2002/02/12
:54 88 2002/02/12
:54 92 2002/02/12
:59 95 2002/02/12
:21 81 2002/02/12
:21 82 2002/02/12
:21 32 2002/02/12

Protocol
ICMP Lcl:
Rmt :
uppP Lcl:
Rmt :
uppP Lcl:
Rmt:
uppP Lcl:
Rmt:
ICMP Lel:
Rmt:
uppP Lcl:
Rmt:
upp Lcl:
Rmt:
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19:

19:

19:

19:

19:

19:

19:

19:

19:

hh.

19:
19:

O O W WY W IWWIWWWYWWYWYY

52:

55:

56:

55:

54:

52:

56:

55:

53:

58

46

24

20

17

39

24

04

31

.SS

120
129

.115.
.115.
.115.
.115.
.115.
.115.
.115.
.115.
.115.
.115.
.115.
.115.
.115.
.115.

Qos
6(Internetwork)
96 (Unknown)

112 (Unknown)

Tcp Port
21(ftp)
1026()
1027()

Udp Port

137 (netbios-ns)
138(netbios-dgm)
161 (snmp)

1035()

5-0

1-0
5-32810
1-33435
5-32810
1-33436
5-32810
1-33437
5-0
5-0
5-161
5-1035
5-161
5-1036
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3 0 34 2002/02/12 19:52:24 38 2002/02/12 19:52:33 UDP Lcl: 9.67.115.5-161
Rmt : 9.67.115.5-1037
3 0 68 2002/02/12 19:53:42 72 2002/02/12 19:53:51 UDP Lcl: 9.67.115.5-161
Rmt : 9.67.115.5-1038
3 0 84 2002/02/12 19:55:00 97 2002/02/12 19:55:09 UDP Lcl: 9.67.115.5-161
Rmt : 9.67.115.5-1039
3 0 106 2002/02/12 19:56:18 114 2002/02/12 19:56:27 UDP Lcl: 9.67.115.5-161
Rmt : 9.67.115.5-1040
3 0 118 2002/02/12 19:57:36 122 2002/02/12 19:57:45 UDP Lcl: 9.67.115.5-161
Rmt : 9.67.115.5-1041
3 0 29 2002/02/12 19:52:21 33 2002/02/12 19:52:21 ICMP Lcl: 9.67.115.5-0
Rmt : 9.67.115.69-0
0 1 22 2002/02/12 19:52:21 22 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.69-33435
0 1 24 2002/02/12 19:52:21 24 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.69-33436
0 1 26 2002/02/12 19:52:21 26 2002/02/12 19:52:21 UDP Lcl: 9.67.115.5-32810
Rmt : 9.67.115.69-33437
0 1 28 2002/02/12 19:52:21 28 2002/02/12 19:52:21 UDP Lel: 9.67.115.5-32810
Rmt : 9.67.115.69-33438
0 1 30 2002/02/12 19:52:21 30 2002/02/12 19:52:21 UDP Lel: 9.67.115.5-32810
Rmt : 9.67.115.69-33439
0 1 32 2002/02/12 19:52:21 32 2002/02/12 19:52:21 UDP Lel: 9.67.115.5-32810
Rmt : 9.67.115.69-33440
3 0 1 2002/02/12 19:49:42 3 2002/02/12 19:49:44 UDP Lel: 9.67.115.63-137
Rmt : 9.67.115.17-137
2 0 83 2002/02/12 19:54:38 103 2002/02/12 19:55:48 UDP Lcl: 9.67.115.63-138
Rmt : 9.67.115.17-138
0 1 55 2002/02/12 19:53:17 55 2002/02/12 19:53:17 UDP Lcl: FEB0::6:2900:EDC:217C-32810
Rmt: FE80::6:2900:ADC:217C-33435
0 1 59 2002/02/12 19:53:22 59 2002/02/12 19:53:22 UDP Lcl: FEB0::6:2900:EDC:217C-32810
Rmt: FE80::6:2900:ADC:217C-33436
0 1 63 2002/02/12 19:53:27 63 2002/02/12 19:53:27 UDP Lcl: FEB0::6:2900:EDC:217C-32810
Rmt: FE80::6:2900:ADC:217C-33437
0 1 67 2002/02/12 19:53:32 67 2002/02/12 19:53:32 UDP Lcl: FEBO::6:2900:EDC:217C-32810
Rmt: FE80::6:2900:ADC:217C-33438
0 2 46 2002/02/12 19:52:44 105 2002/02/12 19:55:51 ICMPv6  Lcl: FE80::6:2900:EDC:217C-0
Rmt: FE80::202:55FF:FE64:2DE7-0
0 1 117 2002/02/12 19:56:29 117 2002/02/12 19:56:29 ICMPv6  Lcl: FE80::6:2900:EDC:217C-0
Rmt: FE80::206:2AFF:FE66:C800-0
2 3 76 2002/02/12 19:54:02 94 2002/02/12 19:55:09 ICMPv6  Lcl: FE80::6:2900:EDC:217C-0
Rmt: FE80::206:2AFF:FE71:4400-0
0 9 56 2002/02/12 19:53:17 66 2002/02/12 19:53:31 ICMPv6  Lcl: FE80::6:2900:EDC:217C-0
Rmt: FF02::1:FFDC:217C-0
2 0 45 2002/02/12 19:52:44 104 2002/02/12 19:55:51 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FE80::202:55FF:FE64:2DE7-0
1 0 116 2002/02/12 19:56:29 116 2002/02/12 19:56:29 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FE80::206:2AFF:FE66:C800-0
1 0 93 2002/02/12 19:55:09 93 2002/02/12 19:55:09 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FE80::206:2AFF:FE71:4400-0
1 1 101 2002/02/12 19:55:46 102 2002/02/12 19:55:46 TCP Lcl: FEC9:C2D4::6:2900:EDC:217C-1027
Rmt: FEC9:C2D4::9:67:115:17-21
0 1 40 2002/02/12 19:52:39 40 2002/02/12 19:52:39 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::9:67:115:17-33435
0 1 44 2002/02/12 19:52:39 44 2002/02/12 19:52:39 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::9:67:115:17-33436
0 1 47 2002/02/12 19:52:44 47 2002/02/12 19:52:44 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::9:67:115:17-33437
3 0 42 2002/02/12 19:52:39 48 2002/02/12 19:52:44 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FEC9:C2D4::9:67:115:17-0
2 1 110 2002/02/12 19:56:24 113 2002/02/12 19:56:24 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FEC9:C2D4::206:2AFF:FE66:C800-0
1 1 99 2002/02/12 19:55:20 100 2002/02/12 19:55:20 TCP Lcl: FEC9:C2D4::6:2900:EDC:217C-1026
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-21
0 1 88 2002/02/12 19:55:04 88 2002/02/12 19:55:04 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-33435
0 1 92 2002/02/12 19:55:04 92 2002/02/12 19:55:04 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-33436
0 1 95 2002/02/12 19:55:09 95 2002/02/12 19:55:09 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-33437
3 0 90 2002/02/12 19:55:04 96 2002/02/12 19:55:09 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FEC9:C2D4::206:2AFF:FE71:4400-0
0 1 74 2002/02/12 19:53:57 74 2002/02/12 19:53:57 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4:1::9:67:114:44-33435
0 1 75 2002/02/12 19:54:02 75 2002/02/12 19:54:02 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4:1::9:67:114:44-33436
0 1 78 2002/02/12 19:54:07 78 2002/02/12 19:54:07 UDP Lcl: FEC9:C2D4::6:2900:EDC:217C-32810

Rmt: FEC9:C2D4:1::9:67:114:44-33437
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0 1 81
0 1 82
0 1 41
0 1 111
0 1 89
0 1 49
0 1 51
0 1 53
3 0 50
9 55 session(s)

2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12
2002/02/12

2002/02/12

found

19:54:12 81 2002/02/12 19:54:12 UDP LcT: FEC9:C2D4::6:2900:EDC:217C-32810
Rmt: FEC9:C2D4:1::9:67:114:44-33438
19:54:17 82 2002/02/12 19:54:17 UDP LcT: FEC9:C2D4::6:2900:EDC:217C-32810

Rmt: FEC9:C2D4:1::9:67:114:44-33439

19:52:39 41 2002/02/12 19:52:39 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FFO2::1:FF15:17-0

19:56:24 111 2002/02/12 19:56:24 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FFO2::1:FF66:C800-0

19:55:04 89 2002/02/12 19:55:04 ICMPv6  Lcl: FEC9:C2D4::6:2900:EDC:217C-0
Rmt: FFO2::1:FF71:4400-0

19:52:58 49 2002/02/12 19:52:58 UDP Lcl: FEC9:C2D4::9:67:115:5-32810
Rmt: FEC9:C2D4::9:67:115:5-33435

19:52:58 51 2002/02/12 19:52:58 UDP Lcl: FEC9:C2D4::9:67:115:5-32810
Rmt: FEC9:C2D4::9:67:115:5-33436

19:52:58 53 2002/02/12 19:52:58 UDP Lcl: FEC9:C2D4::9:67:115:5-32810
Rmt: FEC9:C2D4::9:67:115:5-33437

19:52:58 54 2002/02/12 19:52:58 ICMPv6  Lcl: FEC9:C2D4::9:67:115:

9

5-0
Rmt: FEC9:C2D4::9:67:115:5-0

10 123 records processed for this report
at  2002/02/12 19:57:45.836155
Recording started at 2002/02/12 19:49:42.788207

J8] Recording ended

The duration was

00:08:03.047947

304 is the maximum packet data length
16384 bytes of storage used to create this report
123 requests for 14992 bytes of storage were made

The standard statistics shown with all executions of the SYSTCPDA packet

trace formatter.

ctrace records processed

The total number of CTRACE records given to the SYSTCPDA packet trace

formatter by IPCS.

segmented trace records read
The total number of packets that spanned multiple CTRACE records.

segmented trace records were lost

The total number of segmented packets records that could not be put back

together.

trace records read
The total number of complete trace records.

records could not be validated
The number of incomplete CTRACE records that could not be used.

records passed filtering
The number of records that were successfully formatted.

packet trace records processed
The number of records that were packet trace records.

data trace records processed

The number of records that were data trace records.
The totals by record type (Packet trace, X25, and data trace).
The totals by device type for packet trace records.

The totals by Interface or Link Name for packet trace records.

The totals by Protocol number for packet trace records.
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The totals by IP Address. Both the destination and source IP addresses are
counted except when they are the same with in a record.

The totals by TCP Port number. Both the destination and source port numbers
are counted except when they are the same within a record.

The totals by UDP port number. Both the destination and source port numbers
are counted except when they are the same within a record.

Restriction: Reports [ through ] are shown only when
STATISTICS(DETAIL) is specified in the OPTIONS string.

The totals by session partner pairs (IP addresses, protocol number, and port
numbers).

The number of records processed for the statistics report.

The time stamp of the first record in the input file, the time stamp of the last
record in the input, and the duration from the first to last record.

Note: Records that have been abbreviated are not shown in this example. The
number of records that were abbreviated and the maximum abbreviated size
are shown. Also, the number and maximum size of the records that were not
abbreviated are shown.

The size of the largest packet found in the input file.

The number of records processed for the statistics report, the number of 1-KB
blocks of storage required for this report, the number of storage requests, and
the total amount of storage required for the requests.

The report by Jobname for data trace records is not shown. Each category of
totals is broken down by:

* The total number of records

* The total number of inbound records
* The total amount of inbound data

* The total number of outbound records
* The total amount of outbound data

* The record number of the first record
* The time stamp of the first record

* The record number of the last record

* The time stamp of the last record

STREAM:
Purpose

Sometimes messages span multiple packets. TELNET and DNS are examples. The

STREAM report (with the DUMP or FORMAT keywords) captures the entire
stream of data.
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Format
CTRACE COMP(SYSTCPDA) SUB((TCPCS)) SHORT OPTIONS((STREAM DUMP ASCII))

Streams Report

60 Streams found
23600 bytes of storage for the session report was allocated
1146880 bytes of storage for buffers was allocated

H Session: FEC9:C2D4::206:2AFF:FE71:4400-0 FEC9:C2D4::6:2900:EDC:217C-0 ICMPv6
From: 2002/02/12 19:55:04.615118 to: 2002/02/12 19:55:09.636234
3 packets found
Stream buffer at 0A818000 for 20480 bytes. 144 bytes were used
3 packets moved for 144 bytes
I - Inbound packet
0 - Outbound packet

E] D Red # Time Delta Seq # Position Length End_Pos

I 90 19:55:04.615118 00:00:00.000000 0 0 24 24

000000 FEC9C2D4 00000000 02062AFF FE714400 02010006 2A714400 | *..qD..... *qD. |
I 91 19:55:04.631206 00:00:00.016087 24 24 60 84

000000 60000000 00141101 R
000020 FEC9C2D4 00000000 00062900 OEDC217C FEC9C2D4 00000000 02062AFF FE714400 |.......... ) IR B I, *..qD.
000040 802A829B 0014A3B6 01010000 3C697318 00095CAB K <is.....

After all the records have processed, the number of streams and the amount of
storage required for the report and buffers are shown.

Each session is identified by the IP addresses, port number, and protocol. The
time stamps of the first and last packet are shown along with the number of
packets, the address, and size of the stream buffer.

When a stream is dumped, each packet and the data from the packet is shown.
If there are gaps in the stream, the number of bytes skipped is displayed. The
data about each packet formatted are:

D The direction of the packet: I for inbound and O for outbound.

Red #
The record number.

Time
The time stamp of the record.

Delta
The time from the first record of the stream.

Seq #
The sequence number of the TCP packet. For other packets it is the relative
offset of the packet from the first packet.

Position
The relative offset of the packet.

Length
The number of bytes in the packet.

End_Pos
The ending sequence number.

Formatting packet trace using a batch job

A Packet Trace can also be formatted through the use of a batch job. The following
example is an example of JCL for a batch job:

//jobname DD (accounting),pgmname,CLASS=A,MSGCLASS=A

//DUMP EXEC PGM=IKJEFTO1

//STEPLIB DD DISP=SHR,DSN=h1q.MIGLIB
//SYSPRINT DD SYSOUT=+
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//SYSUDUMP DD SYSOUT=+
//SYSTSPRT DD SYSOUT=*
//PRINTER DD SYSOUT=+
//SYSPROC DD DISP=SHR,DSN=SYSI1.CLIST

// DD DISP=SHR,DSN=SYS1.SBLSCLIO
//IPCSPARM DD DISP=SHR,DSN=SYS1.PARMLIB

// DD DISP=SHR,DSN=CPAC.PARMLIB

// DD DISP=SHR,DSN=SYS1.IBM.PARMLIB

//IPCSPRNT DD SYSOUT=*

//IPCSTOC DD SYSOUT=*

//IPCSDDIR DD DISP=SHR,DSN=userid.IPCS.DMPDIR

//SYSTSIN DD *

IPCS NOPARM

SETDEF DA('ctrace.dataset')

CTRACE COMP(SYSTCPDA) OPTIONS((systcpda_options_string))
END

/*

Data trace (SYSTCPDA) for TCP/IP stacks

148

Use the DATTRACE command to trace socket data (transforms) into and out of the
physical file structure (PES). For TCP and UDP sockets, data trace also creates the
following records:

e A Start record with State field API Data Flow Starts that indicates the first data
sent or received by the application for the associated socket

¢ An End record with State field API Data Flow Ends that indicates that the socket
has been closed

DATTRACE operates with the following APlIs:
* REXX

* C-sockets

* IMS

* CICS

* Native z/OS UNIX

* Macro

* CALL Instruction

See [z/OS Communications Server: IP System Administrator's Commands| for
information about the format of the data trace command (VARY DATTRACE).

Starting data trace

You can start data trace for all job names using the VARY command:
V TCPIP,tcpprocname ,DAT

Tips:
* To use any VARY command, the user must be authorized in RACE This replaces
the old OBEY list authorization.

* Each user's RACF profile must have access for a resource of the form
MVS.VARY.TCPIP.xxx, where xxx is the first eight characters of the command
name. For data trace, this would be MVS.VARY.TCPIP.DATTRACE.

* Traces are placed in an internal buffer, which can then be written out using an
external writer. The MVS TRACE command must also be issued for component
SYSTCPDA to activate the data trace.
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Displaying data traces

You can use the Netstat CONFIG/-f command to display data traces.
shows a data trace for a single entry.

netstat -p TCPCS -f

Data Trace Setting:

JobName: =* TrRecCnt: 00000006 Length: FULL
IpAddr: = SubNet: =*
PortNum: =

Figure 21. Data trace: Single entry

shows a data trace for multiple entries.

netstat -p TCPCS -f

Data Trace Setting:

JobName: MEGA4 TrRecCnt: 00000000 Length: FULL
IpAddr: 127.0.0.3 SubNet: =*

PortNum: =

JobName: = TrRecCnt: 00000000 Length: FULL
IpAddr: 127.0.0.9 SubNet: =*

PortNum: =

Figure 22. Data trace with multiple entries

Formatting data traces using IPCS

Data trace records are written to the same CTRACE component as packet trace
records (SYSTCPDA). Thus, all the IPCS formatting features for packet trace are
also available for data trace. You can use the ENTIDLIST parameter to isolate data
trace records and packet trace records from each other. For an example of data
trace records formatted by the FORMAT option, see the sample below. For a full
description of the FORMAT option and information about other options that can
be used to format data trace records, see [“Formatting packet traces using IPCS” onl

SYSTCPDA can create two types of records:

Common data trace records
SYSTCPDA creates common data trace records for every data exchange
between the two endpoints of a session.

Start and End records
For TCP and UDP sockets, SYSTCPDA creates start and end records to
delineate the logical boundaries of a session'. The start and end records are
created for the following socket processing:

e Initial socket read or write
* Close of a socket

The main difference between the two types of records is the absence of actual data
in start and end records. Common data trace records have a field called Data,
which contain payload data that is transmitted between the two endpoints. Start
and end records also contain a field called State, which indicates whether the
record represents the start or end of the session.

1. The term session here should be read as a logical connection between two endpoints, independent of the protocol used (which
can be TCP or UDP).
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is an example of the FORMAT option output, which shows a set of
records for a socket, including the start data trace record, a common data trace
record, and the end data trace record.

63 MVS182  DATA 00000005 13:18:52.705250 Data Trace

I8 To Jobname : USER12 Full=0
4 Tod Clock : 2009/06/22 13:18:52.705248 Cid: 00000058
k] Domain : AF _Inet Type: Stream Protocol: TCP
] State : API Data Flow Starts

Segment # : 0 Flags: Out
E Source : 10.81.2.5

Destination : 10.81.2.1

Source Port : 0 Dest Port: 2000 Asid: 0041 TCB: OO6FF1D8

64 MVS182  DATA 00000005 13:18:52.705252 Data Trace

To Jobname : USER12 Ful1=39
Tod Clock : 2009/06/22 13:18:52.705252 Cid: 00000058
Domain : AF_Inet Type: Stream Protocol: TCP
Segment # : 0 Flags: Adj Out
Source : 10.81.2.5
Destination : 10.81.2.1
Source Port : 2000 Dest Port: 0 Asid: 0041 TCB: 006FF1D8
Data : 39 Data Length: 39 Offset: 0

000000 E3D5E3D6 FOFOFOF5 40C9D7A5 F440E4C4 D740F1A2 A340E6D9 C9E3C540 C6DID6D4
000020 40

63 MVS182  DATA 00000005 13:18:52.705250 Data Trace

To Jobname : USER12 Full=0

Tod Clock : 2009/06/22 13:18:52.705254 Cid: 00000058
Domain : AF_Inet Type: Stream Protocol: TCP
State : API Data Flow Ends

Segment # : 0 Flags: None

Source : 10.81.2.5

Destination : 10.81.2.1

Source Port : 0 Dest Port: 2000 Asid: 0041 TCB: 006FF1D8

Figure 23. FORMAT option output

jobname
Provides the name of the job that performed the socket read or write
operation.

Full or Abbrev

Indicates whether the whole packet was traced and provides the length of

the traced data.
* The value Full = x indicates that the whole packet was traced.

¢ The value Abbrev = x indicates that a truncated portion of the packet
was traced.

H Tod Clock

Provides the timestamp of the time when the read or write operation took

place.

Cid: xxxxxxxx

Provides the connection id that uniquely identifies the session between the
two endpoints. As shown in the example, the Cid is the same for the three

records.

El Domain
Indicates whether this is IPv4 (AF_Inet) or IPv6 (AF_Inet6).
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Type and Protocol
Provide the type of traffic (e.g. Stream, Datagram, Raw) and protocol used.

A state
This field is only displayed for a start or end record and indicates whether
this is a start or an end record.

H Source and Destination
Provide the source and destination IP addresses of the two end points. For
TCP sockets, these values are always provided. For UDP sockets, these
values are provided only when a connect or bind function was executed
against the socket.

[ Source Port and Dest Port
Provide the port numbers of the source and destination addresses.

Asid and TCB
Provide the address space id and TCB address.

Data
Provides the length of the payload data and is followed by a hexadecimal
display of the actual payload data.

Intrusion Detection Services trace (SYSTCPIS)

When starting the TCP stack, the stack reads the CTIIDS00 parmlib member to
determine the size to reserve for the SYSTCPIS CTRACE. You can override this
default by starting TCP/IP with the PARM option and the keyword IDS=xx, where
xx is the suffix of the CTIIDSxx PARMLIB member. In the following example, the
trace searches for PARMLIB member CTIIDSA3.

S tcpiproc,PARM="IDS=A3"

If the parmlib member is not found or the member contains data that is not valid,
the following message is displayed.

EZ742101 CTRACE DEFINE FAILED FOR CTIIDSOO

If the EZZ42101 message indicates the parmlib member name CTIIDS00, the IDS
CTRACE space is set up using the default BUFSIZE of 32M.

The CTIIDS00 member is used to specify the IDS CTRACE parameters. To
eliminate this message, ensure that a CTIIDSO0 member exists within Parmlib and
that the options are correctly specified. A sample CTIIDS00 member is shipped
with z/OS Communications Server.

Packets are traced based on IDS policy. See Intrusion Detection Services in
ICommunications Server: IP Configuration Guide| for information about defining

policy.

See [Chapter 27, “Diagnosing intrusion detection problems,” on page 697| for
additional information about diagnosing policy problems.
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/*******k*~k‘k******‘k*"k****‘k*******k*~k*k*"k****‘k*"k*************************/

/* */
/* IBM Communications Server for z/0S x/
/* SMP/E Distribution Name: CTIIDSO0 */
/* */
/* MEMBER: CTIIDS00 */
/* */
/* */
/* Copyright: x/
/* Licensed Materials - Property of IBM x/
/* 5694-A01 */
/* (C) Copyright IBM Corp. 2001, 2003 */
/* */
/* */
/* Status: CSVIR5 */
/* */
/* */
/* DESCRIPTION = This parmlib member causes IDS component trace */
/* for the TCP/IP product to be initialized with a */
/* trace buffer size of 32M. */
/* */
/* This parmlib members only lists those TRACEOPTS =/
/* value specific to TCP/IP. For a complete list */
/* of TRACEOPTS keywords and their values see */
/* z/0S MVS INITIALIZATION AND TUNING REFERENCE. */
/* */
/* $MAC(CTIIDSOO) PROD(TCPIP): Component Trace SYS1.PARMLIB member =/
/* */
/* */
[k ok R ook ko ok ke ko ok ok ok o ok ok ok ok ok ok ok ok o ok ook ko ok ok ok ok ok ok ok o ok ok ok ok ok ok ok ok o ok *kkkkkk [
TRACEOPTS

/2y */
/* ON OR OFF: PICK 1 */
ey */

ON
/* OFF */
/2y */
/* BUFSIZE: A VALUE IN RANGE 16M TO 256M */
g */
BUFSIZE(32M)
e WTR(wtr_procedure) WRAP|NOWRAP */

Figure 24. SYS1.PARMLIB member CTIIDS00

Restrictions

For IDS trace records the COMP keyword must be SYSTCPIS. Because there are no
EXCEPTION records for IDS trace, the EXCEPTION keyword must not be
specified.

CTRACE keywords on SYSTCPIS
The following describes those CTRACE keywords that affect SYSTCPIS processing.

ENTIDLIST
Use the ENTIDLIST keyword to select trace records with a specific Probeld.

JOBLIST, JOBNAME
Use the JOBLIST and JOBNAME keywords to select trace records with a
matching job name. Also, use the JOBNAME keyword in the OPTIONS list to
select records.

ASIDLIST
Use the ASIDLIST to select trace records with a matching Asid.
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GMT
The time stamps are converted to GMT time.

LOCAL
The time stamps are converted to LOCAL time.

SHORT

If the OPTIONS keyword does not specify any reports, format the trace
records. Equivalent to the FORMAT option.

FULL

If the OPTIONS keyword does not specify any reports, format and dump the
trace records. Equivalent to the FORMAT and DUMP options.

SUMMARY
If the OPTIONS keyword does not specify any reports, create a one line
summary for each trace record. Equivalent to the SUMMARY option.

TALLY
If the OPTIONS keyword does not specify any reports, then count the trace
records. Equivalent to the STATISTICS option.

START and STOP
These keywords limit the trace records seen by the packet trace formatter. The
START keyword determines the time when records are seen by the packet trace
report formatter. The STOP keyword determines the time when records are no
longer seen by the packet trace report formatter.

Rule: CTRACE always uses the time the trace record was moved to the buffer
for START and STOP times.

LIMIT

Determines the number of records that the packet trace formatter is allowed to
process. See the RECORDS keyword value in OPTIONS.

USEREXIT

The CTRACE USEREXIT is not called because the packet trace formatter tells
CTRACE to skip all the records. Therefore, the packet trace formatter calls the
CTRACE USEREXIT before testing the records with the filtering criteria. If it
returns a nonzero return code, the record is skipped. The USEREXIT can also
be used in the OPTIONS keyword. It is called after the record has met all the
filtering criteria in the OPTIONS keyword. The OPTIONS keyword provides a
means of entering additional keywords for record selection and formatting.

SYSTCPIS OPTIONS

Use the CTRACE OPTIONS string to enter more keywords for record selection and
formatting intrusion detection services (IDS) traces (COMP=SYSTCPIS). See
[“Syntax” on page 57| for the complete syntax of CTRACE.

The syntax for the OPTIONS keyword for IDS trace is the same as the syntax for

the packet trace OPTIONS keyword, with a few exceptions. See|[“OPTIONS syntax’]
for the values for the OPTIONS keyword.

You can use the following additional keywords to select records in an IDS trace:

Record Identifiers:

|—CORRELATOR—( Y _correlator identifier ) >
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»—GROUP— (—Y—group identifier——)—INSTANCE—(——instance number ) >

>—|:PROBEIDJ (—Y—probe id )—TYPE—(—Y—probe type——) |
ENTRYID

The following keywords that are available for packet trace are not available for
selecting records in an IDS trace: ARP, DATTRACE, DEVICEID, ETHTYPE,
HPRDIAG, MACADDR, PACKETTRACE, PKTTRACE, VLANID, and X25.

OPTIONS keywords

The following are keywords used for the OPTIONS component routine parameters.

CORRELATOR
Select trace records with one of the matching correlator identifiers. Up to 16
identifiers can be specified. Each identifier in the list can be a range:
low_number:high_number. Values can be decimal (nnnnnnnnnn) or
hexadecimal (X'hhhhhhhh'). This filter associates packets in the trace with an
IDS event message in syslogd or the system console.

GROUP
Select trace records with one of the matching group identifiers. The following
group identifiers can be specified:
+ TCPTIR
» UDPTR
* SCAN
* ATTACK

INSTANCE
Select trace records with one of the matching instance identifiers. The
identifiers can be in decimal (nnnnn) or hexadecimal (x’hhhhhhhh'). The
instance identifier is the lower 2 bytes of the probe identifier. Up to 16
identifiers can be specified.

PROBEID
Select trace records with one of the matching probe identifiers. The identifiers
can be expressed in decimal (nnnnn) or hexadecimal (x’hhhhhhhh'). Up to 16
identifiers can be specified. You can also specify the probe identifiers on the
ENTIDLIST keyword of the CTRACE subcommand. See
[Communications Server: IP and SNA Coded for additional information about
probe identifiers.

TYPE(probe type identifier)
Select trace records with one of the matching probe type identifiers. The probe
type identifier is the first 2 bytes of the probe identifier. Up to 16 identifiers can
be specified. You can use the following probe types:
Identifier
Type
0100
TCPTR

0200
UDPTR
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0301
VSSCAN

0302
PSSCAN

0303
NORMSCAN

0401
MALFORMED

0402
RAW

0403
IPFRAGMENT

0404
ICMP

0405
IPOPT

0406
IPPROTO

0407
FLOOD

0408
PERPECHO

0409
DATAHIDE

040A
TCPQUESZ

040B
TCPSTALL

040C
RAW6

040D
NEXTHDRS

040E
DESTOPTS

040F
HOPOPTS

0410
EELDLCCHECK

0411
EEMALFORMED

0412
EEPORTCHECK

0413
EEXIDFLOOD
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IDS reports

The SYSTCPIS CTRACE formatter is based on the SYSTCPDA formatter (and in
fact shares many of the data structures and format routines) and includes the
reports for the SYSTCPDA formatter. However, the REASSEMBLY, SESSION, and
STREAMS reports might prove of little value for the SYSTCPIS, because they
depend on having a more complete set of packets.

* The STATISTICS report (both SUMMARY and DETAIL) provides an overview of
the data collected.

* The SUMMARY report provides one line per IDS event.
* The FORMAT, and DUMP reports format individual packets.

* The EXPORT and SNIFFER options write the packet to an external file for later
analysis.

The following topics describe the various reports available.

OPTION
Purpose

List the selected options and default keyword values.
Format

The following command was used to obtain the example of this report.

CTRACE COMP(SYSTCPIS) SUB((TCPCS)) DSN('IBMUSER.CTRACE1')
OPTION((OPT SESS FORM))
REPORT

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)
COMP (SYSTCPIS)SUBNAME((TCPCS))
OPTIONS ((OPT SESS FORM))
DSNAME (' IBMUSER.CTRACEL")

H OPTIONS((Both Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Finger(79) Flags() Format(Detail) Ftp(20,21) Gain(125,250) Gopher(70)
Limit(999999999) Ntp(123) Option Noreassembly Router(520) Rpc(111) Segment
Session(Detail) Smtp(25) Snmp(161,162) Speed(10,10) Telnet(23) Tftp(69)
Time(37) Userexit() Www(80)

))

The following describes numbered areas of the example.

DSNAME is the name of the source data.

OPTIONS((...)) is a listing of the active options with default values.

SUMMARY
Purpose

Show one line of information about each record in the trace.
Format

The following command was used to obtain the example of this report.
CTRACE COMP(SYSTCPIS) SUB((TCPCS)) SUMMARY DSN('IBMUSER.CTRACE1')
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COMPONENT TRACE SUMMARY FORMAT

SYSNAME (MVS118)

COMP (SYSTCPIS)SUBNAME((TCPCS))

DSNAME (' IBMUSER.CTRACEL")

xxxx 2002/11/20
I - Inbound packet

0 - Outbound packet

DP  Nr hh:
IT 4521 17:

IT 4522 17:

IT 4523 17:

IT 4524 17:

IT 4525 17:

IT 4526 17:

mm:
38:

38:

38:

38:

38:

38:

SS . mmmmmm
32.175560

45.130339

45.153474

45.170441

45.190606

45.213117

IpId Group

0000 SCAN 03030000
163F SCAN 03030026
173F SCAN 03030026
183F SCAN 03030026
193F SCAN 03030026
1A3F SCAN 03030026

IT 5671 17:59:32.787165 0B3B ATTACK 04070002

IT 5672 17:59:32.806700 OB1A ATTACK 04070002

IT 5673 17:59:32.827193 0B1B ATTACK 04070002

IT 5674 17:59:32.847730 0B1C ATTACK 04070002

Probe Id Corelatr JobName

10 TCPCS

11 FTPD1

12 FTPD1

13 FTPD1

14 FTPD1

15 FTPD1

277 FTPD1

277 FTPD1

277 FTPD1

277 FTPD1

Cid
00000000

00000020

00000020

00000020

00000020

00000020

00000020

00000020

00000020

00000020

DatLn Data Source/Destination
42.105.71

12 ICMP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

0 TCP

SYSTCPIS Trace Statistics

2,583 ctrace records processed
0 segmented trace records read
0 segmented trace records were lost

2,583 trace records read
0

records could not be validated
2,583 records passed filtering
2,583 packet trace records processed
0 data trace records processed

The following describe areas of the example.

D

Direction of the packet:

I
0

Inbound packet
Outbound packet

The packet protocol:

T

W O - O

TCP
UDP
ICMP
IGMP
Other

9.
.42.104.38
.2.197.34-46911
.42.104.38-21
.224.157.220-47167
.104.
208.
104.
235.
104.
107.
104.
.104.
160.
104.
.156.214.250-44610
.42.104.38-21
.150.148.96-44866
.42.104.38-21
.48.42.177-45122

W W W WWWWWWWWOWWOWOWWOWWOWOWOOO

42
.74,
.42,
.79.
.42.
.40.
.42
42
.84.
.42.

38-21
131-47423
38-21
253-47679
38-21
43-47935
38-21
38-21
95-47938
38-21
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Nr The CTRACE record number.

hh:mm: ss . mmmmmmm
The time stamp of the record.

Ipld
The packet ID number in hexadecimal.

Group
The group assigned to the trace record. The value can be ATTACK, SCAN,
UDPTR or TCPTR.

Probe Id
The probe identifier assigned to the trace record.

Corelatr
The correlator assigned to the trace record. Use this to correlate the trace data
with console or syslog messages.

JobName
The job name assigned to the trace record.
Cid
The connection identifier assigned to the trace record.

DatLn
The length of the data.

Data
The protocol in the IP header.

Source/Destination
The source and destination IP address and port number.

FORMAT
Purpose

Format the CTRACE record header, the IP packet header, the protocol header, and
the packet data. If one of the ports is a well-known port number and the SYSTCPIS
supports data for the port number, the packet data is shown.

Format

The following command was used to obtain the example of this report.

CTRACE COMP(SYSTCPIS) SUB((TCPCS)) SHORT DSN('IBMUSER.CTRACE1')
OPTIONS((OPT FORMAT))

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)

COMP (SYSTCPIS)SUBNAME ((TCPCS))
OPTIONS((OPT FORMAT))

DSNAME (' IBMUSER.CTRACEL")

OPTIONS((Both Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Finger(79) Flags() Format(Detail) Ftp(20,21) Gain(125,250) Gopher(70)
Limit(999999999) Gmt Ntp(123) Option Noreassembly Router(520) Rpc(111)
Segment Smtp(25) Snmp(161,162) Speed(10,10) Telnet(23) Tftp(69) Time(37)
Userexit() Www(80)

))

wxkx 2002/11/20
RcdNr Sysname Mnemonic Entry Id Time Stamp Description
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4521 MVS118  SCAN 03030000 17:38:32.175560 Scan-Normal packet
3

From Link : ETHL Device: LCS Ethernet Full=40
Tod Clock : 2002/11/20 17:38:32.175559 Module: EZBIPICM
Job Name : TCPCS Asid: O1F7 Tch: 00000000
Cid : 00000000 Correlator: 10
PoTicy : ScanEventIcmp-rule
B ipHeader: Version : 4 Header Length: 20
Tos : 00 Q0S: Routine Normal Service
Packet Length : 40 ID Number: 0000
Fragment : DontFragment Offset: 0
TTL : 62 Protocol: ICMP CheckSum: 5914 FFFF
Source : 9.42.105.71
Destination : 9.42.104.38
B 1w
Type/Code : ECHO CheckSum: 5592 FFFF
Id : OB3F Seq: 0
@ ctcho Data 1 12
000000 AEBCDB3D 03340A00 00000000 [...=.4...... |

4522 MVS118  SCAN 03030026 17:38:45.130339 Scan Normal-TCP SYN dropped

From Link : UNKNOWN Device: Unknown:0 Full=40

Tod Clock : 2002/11/20 17:38:45.130338 Module: EZBTCPCN
Job Name : FTPD1 Asid: O1F7 Tch: 00000000

Cid : 00000020 Correlator: 11

Policy : ScanEventHigh-rule

IpHeader: Version : 4 Header Length: 20

Tos : 00 Q0S: Routine Normal Service

Packet Length 1 40 ID Number: 163F

Fragment : Offset: 0

TTL : 253 Protocol: TCP CheckSum: 681C FFFF
Source : 9.2.197.34

Destination : 9.42.104.38
TCP

Source Port : 46911 () Destination Port: 21 (ftp)

Sequence Number : 2397868413 Ack Number: 0

Header Length : 20 Flags: Syn

Window Size 1 242 CheckSum: 4E53 B695 Urgent Data Pointer: 0000

SYSTCPIS Trace Statistics
2,623 ctrace records processed

0 segmented trace records read

0 segmented trace records were lost
2,623 trace records read

0 records could not be validated
2,623 records passed filtering
2,623 packet trace records processed

0 data trace records processed

The following describes numbered areas of the example.

The date of the trace records.
B
A summary line indicating the source of the trace record showing:
* The record number.
* The system name.
¢ The group name.
* The probe ID value (in hexadecimal).
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¢ The time the record was moved to the trace buffer, or with the TOD option
the time the trace data was captured.

* The description of the IDS event associated with the probe.
H

The trace header with these fields:

* The direction of the trace record: From or To.

e The link name.

¢ The device type.

* Full or Abbrev with amount of trace data available.

* The time the trace record was captured.

¢ The module that triggered the probe.

* The job name associated when the probe was triggered.

* The ASID of the address space when the probe was triggered.

* The system tcb pointer when the probe was triggered (or zero if in SRB

mode).

* The CID (communications ID) of the session.

* The Event identifier, the upper 2 bytes of the PROBEID.

* The Correlator identifier.

* The name of the current policy. This might be the policy that triggered the
probe or the name of the policy the session was using at the time the probe
was triggered.

The IP header showing fields from the IPv4 4 header. The header length is the
number of bytes for the header. The offset field is the number of bytes from
the end of the IP header where the fragment appears. With the REASSEMBLY
option active, this field always displays zeros.

The protocol header. In this example, it is an ICMP header.

Depending on the port number, the trace data might be formatted.

Guideline: If possible, the check sum of the packet is calculated. If the calculated
value is X'FFFF', then the check sum is correct. If the calculated value is X'0000',
then the check sum could not be calculated. The packet was incomplete or
fragmented. Other values indicate a check sum error.

Using the protocol numbers and the well known port numbers, format routines are
invoked to format standard packet data records. The port number for the PORT
keywords define the port numbers to be used to invoke a format routine.

Port
Keyword

67, 68
BOOTP

67, 68
DHCP

53 Domain

79 Finger
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70 Gopher

520

Rip
520

Router

111
REC

25 SMTP

23 TELNET
69 TFTP

37 TIME

DUMP
Purpose

Format the IP header, protocol header and packet data in hexadecimal. The data
can also be translated into EBCDIC, ASCII or both.

Format

The following command was used to obtain the example of this report.
CTRACE COMP(SYSTCPIS) SUB((TCPCS)) DSNAME('IBMUSER.CTRACE1') SHORT OPTIONS((OPT DUMP))

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)
COMP (SYSTCPIS)SUBNAME ((TCPCS))
OPTIONS ((OPT DUMP))
DSNAME (' IBMUSER. CTRACE1")

OPTIONS((Both Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Dump (65535) Finger(79) Flags() Ftp(20,21) Gain(125,250) Gopher(70)
Limit(999999999) Gmt Ntp(123) Option Noreassembly Router(520) Rpc(111)
Segment Smtp(25) Snmp(161,162) Speed(10,10) Telnet(23) Tftp(69) Time(37)
Userexit() Www(80)

))

*xxx 2002/11/20
RcdNr Sysname Mnemonic Entry Id Time Stamp Description

4521 MVS118  SCAN 03030000 17:38:32.175560 Scan-Normal packet

From Link . ETH1 Device: LCS Ethernet Full=40
Tod Clock : 2002/11/20 17:38:32.175559 Module: EZBIPICM
Job Name : TCPCS Asid: O1F7 Tch: 00000000
Cid : 00000000 Correlator: 10
Policy : ScanEventIcmp-rule

1 IP Header : 20

000000 45000028 00004000 3E015914 092A6947 092A6826

2 Protocol Header : 8
000000 08005592 0B3FOO00

3 Data 1 12 Data Length: 12
000000 AEBCDB3D 03340A00 00000000 [veeeees L =4...... |

4522 MVS118  SCAN 03030026 17:38:45.130339 Scan Normal-TCP SYN dropped
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From Link
Tod Clock
Job Name
Cid
Policy

IP Header :

: UNKNOWN Device: Unknown:0 Ful1=40

: 2002/11/20 17:38:45.130338 Module: EZBTCPCN
: FTPD1 Asid: O1F7 Tch: 00000000
: 00000020 Correlator: 11

: ScanEventHigh-rule

20

000000 45000028 163F0000 FDO6681C 0902C522 092A6826

Protocol Header

: 20

000000 B73F0015 8EEC917D 00000000 500200F2 4E530000

4523 MVS118  SCAN
From Link

Tod Clock

Job Name

Cid

Policy
IP Header :

03030026 17:38:45.153474 Scan Normal-TCP SYN dropped

: UNKNOWN Device: Unknown:0 Ful1=40

: 2002/11/20 17:38:45.153473 Module: EZBTCPCN
: FTPD1 Asid: O1F7 Tch: 00000000

: 00000020 Correlator: 12

: ScanEventHigh-rule

20

000000 45000028 173F0000 FDO68D84 O9EQIDDC 092A6826

Protocol Header

. 20

000000 B83F0015 76399A57 00000000 500200F2 5D2C0O000

SYSTCPIS Trace Statistics
2,623 ctrace records processed

0 segmented trace records read

0 segmented trace records were lost
2,623 trace records read

0 records could not be validated
2,623 records passed filtering
2,623 packet trace records processed

0 data trace records processed

The following describes numbered areas of the example.
1 The IP header is dumped with no translation.
2 The protocol header is dumped with no translation.

3 The packet data is dumped with the translation specified by the ASCII, BOTH,
EBCDIC, or HEX keyword. The default is BOTH. The amount of data dumped
can be limited by the value specified with the DUMP keyword. The default is
65535 bytes.

SNIFFER
Purpose

This report shows information that is written to the SNIFFER data set.

Restriction: Do not use the SNIFFER option when the CTRACE subcommands are
used with the IPCS MERGE subcommand. The SNIFFER data file is written over
by the multiple CTRACE commands that specify the SNIFFER option.

Format

The following command was used to obtain the example of this report.
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ALLOC F(SNIFFER) DATASET(SNIFFER.TRC) LRECL(1600) RECFM(V B) +
REUSE TRACK SPACE(15 15)

CTRACE COMP(SYSTCPIS) DSN('MWS.PQ33208.PTRACE4"')+
OPTION((OPT TALLY SNIFFER NOREASSEMBLY))

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS142)
COMP(SYSTCPIS)
OPTIONS(( OPT TALLY SNIFFER(4000) NOREASSEMBLY))
DSNAME ('MWS.PQ33208.PTRACE4 ")
PTRPTO4I SNIFFER(ETHERNET) option selected

OPTIONS ((Both Bootp(67,68) Checksum(Summary) Cleanup(500) Datasize(0)
DelayAck(200,200) Domain(53) EE(12000:12004) Finger(79) First Flags(Al1l )
Ftp(20,21) Gain(125,250) Gopher(70) Ike(500) Limit(999999999) Gmt

Nat (4500) Ntp(123) Option Noreassembly Router(520) Rpc(111) Sasp(3860)
Segment Smtp(25) Sniffer(4000,Ethernet) Snmp(161,162) Speed(10,10)
Statistics(Detail) Telnet(23,80,) Tftp(69) Time(37) Tod Userexit() Www(80)

)
Sniffer Report

3,385 records written to MWS.SNIFFER.ETH
639,789 bytes written

2121 packets were abbreviated

2024 is the maximum data size

3375 packets were truncated from 1843 bytes

Following are descriptions for some areas of the example.

108 records written to SNIFFER
This record count includes the two header records and one trailer record that
were written to the SNIFFER data set.

46 000 bytes written to SNIFFER
The number of data bytes written to the SNIFFER data set. This should be
close to the amount of data to be downloaded.

22 records were truncated to 1600 bytes
Because the logical record length was 1,600 bytes, 22 records were truncated.
This can be avoided by increasing the logical record length. The maximum
logical record length is 32,763 or the size of physical disk blocks, whichever is
smaller.

3.385 records written to MWS.SNIFFER.ETH
This record count includes the two header records and one trailer record that
were written to the SNIFFER data set.

639,789 bytes written
The number of data bytes written to the SNIFFER data set. This should be the
amount of data to be downloaded.

2121 packets were abbreviated
The number of packets that were abbreviated when the trace data was
collected.

2024 is the maximum data size
The size of the largest record written to the SNIFFER data set.

3375 packets were truncated from 1843 bytes
Because the logical record length was 2,048 bytes, 3375 records were truncated.
This can be avoided by increasing the logical record length. The maximum
logical record length is 32,763 or the size of physical disk blocks, whichever is
smaller.
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STATISTICS
Purpose

The records are counted by probe ID, device type, interface, interface address, job
name, Asid, QOS, TCP port number, UDP port number, connection identifier,
group identifier, type identifier, correlator, protocol summary, and session
summary.

Format

The following command was used to obtain the example of this report.

CTRACE COMP(SYSTCPIS) SUB((TCPCS)) SHORT
OPTIONS((OPT STATISTICS(DETAIL)))

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)
COMP (SYSTCPIS) SUBNAME ((TCPCS))
OPTIONS ((OPT STATISTICS(DETAIL)))
DSNAME (' IBMUSER.CTRACEL")

OPTIONS ((Both Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Finger(79) Flags() Ftp(20,21) Gain(125,250) Gopher(70) Limit(999999999)
Gmt Ntp(123) Option Noreassembly Router(520) Rpc(111) Segment Smtp(25)
Snmp(161,162) Speed(10,10) Statistics(Detail) Telnet(23) Tftp(69) Time(37)
Userexit() Www(80)

))

*xxx 2002/11/20

SYSTCPIS Trace Statistics
2,623 ctrace records processed
0 segmented trace records read
0 segmented trace records were lost
2,623 trace records read
0 records could not be validated
2,623 records passed filtering
2,623 packet trace records processed
0 data trace records processed

H Probe Report

Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Probe

1526 1526 67144 0 0 4893 2002/11/20 17:56:00 7143 2002/11/20 18:09:17 03010021
1 1 40 0 0 5652 2002/11/20 17:57:36 5652 2002/11/20 17:57:36 03010028
859 859 34360 0 0 4553 2002/11/20 17:38:46 6376 2002/11/20 18:06:04 03020020
6 6 724 0 0 4521 2002/11/20 17:38:32 5654 2002/11/20
2623 2623 112084 0 0 Total
9 Probe(s) found
E Device Type Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Device Type
966 966 39300 0 0 4521 2002/11/260 17:38:32 6376 2002/11/20 18:06:04 1(LCS Ethernet)
966 966 39300 0 0 Tota
1 Device Type(s) found
B Interface Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Interface
966 966 39300 0 0 4521 2002/11/20 17:38:32 6376 2002/11/20 18:06:04 ETH1
1657 1657 72784 0 0 4522 2002/11/20 17:38:45 7143 2002/11/20 18:09:17 UNKNOWN
2623 2623 112084 0 0 Total
2 Interface(s) found
B | interface Address Report
Total Input Data Output Data First yyyy/mm/dd hh.mm.ss Last yyyy/mm/dd hh.mm.ss Interface
966 966 39300 0 0 4521 2002/11/20 17:38:32 6376 2002/11/20 18:06:04 ETH1
Addr: 9.42.104.38
1557 1557 68384 0 0 4522 2002/11/20 17:38:45 7143 2002/11/20 18:09:17 UNKNOWN

Addr: 9.42.104.38
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2623 2623 112084 0

64 Interface Address(s) found
A JobName Report

Total Input Data Output
2610 2610 110984 0
1 1 40 0
1 1 144 0
8 8 416 0
1 1 123 0
2 2 377 0
2623 2623 112084 0
6 JobName(s) found
Asid Report
Total Input Data OQutput
2623 2623 112084 0
2623 2623 112084 0
1 Asid(s) found
B Protocol Report
Total Input Data OQutput
12 12 656 0
2607 2607 110784 0
4 4 644 0
2623 2623 112084 0
3 Protocol(s) found
Bl 1P Address Report
Total Input Data Output
11 11 484 0
1 1 40 0
1 1 56 0
5246 5246 224168 0

518 IP Address(s) found
Qos Report

Total Input Data Output
7 7 392 0
7 7 392 0
1 Qos(s) found
Tcp Port Report
Total Input Data OQutput
2605 2605 110704 0
1 1 40 0
1 1 40 0
5214 5214 221568 0

1742 Tcp Port(s) found
Udp Port Report

Total Input Data Output
4 4 644 0
1 1 144 0
1 1 123 0
1 1 144 0
1 1 233 0
8 8 1288 0

5 Udp Port(s) found

CID Report

Total Input Data Output
220 220 9200 0
1 1 40 0
1 1 40 0
2615 2615 111668 0

0 Total

hh
17
17
17
17
17
17

First
0 4522
0 4587
0 4591
0 4521
0
0
0

.mm.
:38:
:39:
:39:
:38:
:40:
:57:

SS
45
14
16
32
48
37

yyyy/mm/dd
2002/11/20
2002/11/20
2002/11/20
2002/11/20
2002/11/20
2002/11/20

4623
5653
Total

hh
17

Data First
0 4521
0 Total

.mm.
:38:

ss
32

yyyy/mm/dd
2002/11/20

Data First yyyy/mm/dd hh.mm.ss
0 4521 2002/11/20 17:38:32
0 4522 2002/11/20 17:38:45
0 4591 2002/11/20 17:39:16
0 Total §

Data First
0 6430

yyyy/mm/dd hh.mm.
2002/11/20 18:09:
Addr: 9.0.12.8

2002/11/20 17:38:
Addr: 9.0.12.225
2002/11/20 18:00:
Addr: 9.0.32.254

0 4537

0 5866

0 Total

hh.mm.
18:00:

Data First yyyy/mm/dd
0 5830 2002/11/20
0 Total

ss
06

hh.mm.
17:38:
17:45:
18:00:

Data First yyyy/mm/dd
0 4522 2002/11/20
0 4743 2002/11/20
0 5922 2002/11/20

ss
45
56
10

0 Total

Data hh.mm.ss
17:39:16
17:39:16
17:40:48
17:57:37
17:57:37

First yyyy/mm/dd
4591 2002/11/20
4591 2002/11/20
4623 2002/11/20
5653 2002/11/20
5654 2002/11/20

Total

coocoo @

Data First yyyy/mm/dd hh.mm.ss
0 4522 2002/11/20 17:38:45
0 4553 2002/11/20 17:38:46
0 4554 2002/11/20 17:38:46

0 Total

hh
18:
17:
17:
18:
17:
17:

Last
7143
4587
4591
5892
4623
5654

yyyy/mm/dd
2002/11/20
2002/11/20
2002/11/20
2002/11/20
2002/11/20
2002/11/20

hh
18:

Last
7143

yyyy/mm/dd
2002/11/20

Last yyyy/mm/dd hh.
5892 2002/11/20 18:
7143 2002/11/20 18:
5654 2002/11/20 17:

Last yyyy/mm/dd
7088 2002/11/20

4537 2002/11/20

5866 2002/11/20

hh.
18:

Last yyyy/mm/dd
5892 2002/11/20

hh.
18:
17:
18:

Last yyyy/mm/dd
7143 2002/11/20
4743 2002/11/20
5922 2002/11/20

Last yyyy/mm/dd
5654 2002/11/20
4591 2002/11/20
4623 2002/11/20
5653 2002/11/20
5654 2002/11/20

.mm.

09:
39:
39:
00:
40:
57:

.mm.

09:

hh.
18:

-

-
[oc]

mm.

00:07

mm.
09:
45:
00:

hh.mm.ss
17:57:37
17:39:16
17:40:48
17:57:37
17:57:37

mm.
00:
09:
57:

7:

JobName
FTPD1
INETDCS1
INETDCS3
TCPCS
TRMD
USER17

SS
17
14
16
07
48
37

Asid
01F7

ss
17

ss
07
17
37

Protocol
1(ICMP)
6(TCP)
17(UDP)

mm.
09:

ss
16

:45

ss Qos

6(Internetwork)

ss
17
56
10

Tcp Port
21(ftp)
73(netrjs-3)
74(netrjs-4)

Udp Port
53(domain)
1032()
1033()
1034()
1035()

Last yyyy/mm/dd hh.mm.ss CID

5919 2002/11/20 18:00:07 00000020
4553 2002/11/20 17:38:46 00000067
4554 2002/11/20 17:38:46 00000096
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2396 CID(s) found

Group Report

Total Input Data Output Data
2423 2423 103508 0 0
200 200 8576 0 0
2623 2623 112084 0 0
2 Group(s) found
Type Report
Total Input Data Output Data
1527 1527 67184 0 0
859 859 34360 0 0
37 37 1964 0 0
200 200 8576 0 0
2623 2623 112084 0 0
4 Type(s) found
Correlator Report
Total Input Data Output Data
4 4 644 0 0
1 1 40 0 0
1 1 40 0 0
2623 2623 112084 0
467 Correlator(s) found
Protocol Summary Report
Input Output
Protocol Packets Bytes Packets
Tep 2607 110784 0
Udp 4 644 0
Icmp 12 656 0
Other 0 0 0

Session Summary Report
Input Output First yyyy/mm/dd hh.mm.ss

1 0 5738 2002/11/20 17:59:34
1 0 5710 2002/11/20 17:59:33
1 0 5748 2002/11/20 17:59:34

2618 session(s) found

2623 records processed for this report
Recording ended at 2002/11/20 18:09:17
Recording started at 2002/11/20 17:38:32
The duration was 00:30:45
records with ABBREV=200
records with FULL=144
is the maximum packet data length

—

2622
233
655360
7841

First yyyy/mm/dd hh.mm.ss
4521 2002/11/20 17:38:32
5671 2002/11/20 17:59:32
Total

First yyyy/mm/dd hh.mm.ss
4893 2002/11/20 17:56:00
4553 2002/11/20 17:38:46
4521 2002/11/20 17:38:32
5671 2002/11/20 17:59:32

Total

First yyyy/mm/dd hh.mm.ss
4591 2002/11/260 17:39:16
4521 2002/11/20 17:38:32
4522 2002/11/20 17:38:45

0 Total
Total

Bytes Packets Byte
0 2607 11078
0 4 64
0 12 65
0 0

Last

5738

5710

5748

.543000
.175560
.367440

bytes of storage used to create this report
requests for 652704 bytes of storage were made

S
4
4
6
0

2002/11/20 17:59:33 TCP

2002/11/20 17:59:34 TCP

Last yyyy/mm/dd hh.mm.ss

Group

7143 2002/11/20 18:09:17 3(SCAN)
5919 2002/11/26 18:00:07 4(ATTACK)

Last yyyy/mm/dd hh.mm.ss
7143 2002/11/260 18:09:17
6376 2002/11/20 18:06:04
5654 2002/11/20 17:57:37
5919 2002/11/260 18:00:07

Last yyyy/mm/dd hh.mm.ss
5654 2002/11/20 17:57:37
4521 2002/11/20 17:38:32
4522 2002/11/20 17:38:45

yyyy/mm/dd hh.mm.ss Protocol
2002/11/20 17:59:34 TCP

Lel:
Rmt:
Lel:
Rmt:
Lel:
Rmt:

Type

0301 (VSSCAN)
0302 (PSSCAN)
0303 (NORMSCAN)
0407 (FLOOD)

Correlator

10
11

9.4.81.167-27970
9.42.104.38-21
9.5.101.147-47426
9.42.104.38-21

9.6.159.21-30530
9.42.104.38-21

The following describes numbered areas of the example.

The standard statistics shown with all executions of the SYSTCPIS packet trace
formatter.

2,623 ctrace records processed
The total number of CTRACE records given to the SYSTCPIS packet
trace formatted.

0 segmented trace records read
The total number of packets that spanned multiple CTRACE records.

0 segmented trace records were lost
The total number of packets records that could not be put back

together.

2,623 trace records read
The total number of complete trace records.
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0 records could not be validated
The number of incomplete CTRACE records that could not be used.

2,623 records passed filtering
The number of records that were successfully formatted.

2,623 packet trace records processed
The number of records that were packet trace records.

0 data trace records processed

The number of records that were data trace records.
Probe report, which is the total by ProbelD.
Device type report, which is the totals by device type.
Interface report, which is the totals by interface.

Interface address report, which is the totals interface address.

Jobname report, which is the totals by jobname.

B O B B B 3

ASID report, which is the totals address space identifier.

Protocol report, which is the totals by protocol.

IP address report, which is the totals by IP address. Both the destination and
source IP addresses are counted, except when they are the same in a record.

=
(=}

QOS report, which is the totals by QOS.

[
[

TCP port report, which is the totals by TCP port number. Both the destination
and source port numbers are counted, except when they are the same in a
record.

=
N

UDP port report, which is the totals by UPD port number. Both the destination
and source port numbers are counted, except when they are the same in a
record.

=
w

CID report, which is the totals by connection identifier.

[
=

Group report, which is the totals by group, first byte PROBEID.

=
(3,

Type report, which is the totals by type, first two bytes of PROBEID.

=
(<))

Correlator report, which is the totals by correlator.

5|

1
Protocol summary report, which is the summary based on protocol.
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Session summary report, which is the summary based on session.

STREAM
Purpose

There are times when messages span multiple packets. TELNET and DNS are
examples. The STREAM report (with the DUMP or FORMAT keywords) captures
the entire stream of data.

Format

The following command was used to obtain the example of this report.
CTRACE COMP(SYSTCPIS) SUB((TCPCS)) SHORT DSN('IBMUSER.CTRACE1') OPTIONS((OPT STREAM DUMP ASCII))

COMPONENT TRACE SHORT FORMAT
SYSNAME (MVS118)

COMP (SYSTCPIS) SUBNAME ((TCPCS))
OPTIONS ((OPT STREAM DUMP ASCII))
DSNAME (' IBMUSER.CTRACEL")

OPTIONS((Ascii Bootp(67,68) Cleanup(500) DelayAck(200,200) Domain(53)
Dump (65535) Finger(79) Flags() Ftp(20,21) Gain(125,250) Gopher(70)
Limit(999999999) Gmt Ntp(123) Option Noreassembly Router(520) Rpc(111)
Segment Smtp(25) Snmp(161,162) Speed(10,10) Streams(131072,Summary)
Telnet(23) Tftp(69) Time(37) Userexit() Www(80)

)

*xkx 2002/11/20
RcdNr Sysname Mnemonic Entry Id  Time Stamp Description

1 Streams Report

2618 Streams found
611952 bytes of storage for the session report was allocated
348160 bytes of storage for buffers was allocated

2 Session: 9.32.74.253-0 9.42.104.38-0 ICMP
From: 2002/11/20 18:00:06.827658 to: 2002/11/20 18:00:07.149355
2 packets found
Stream buffer at 16743000 for 20480 bytes. 56 bytes were used
2 packets moved for 56 bytes
I - Inbound packet
0 - Outbound packet

3 D Red # Time Delta Seq # Position Length End_Pos

I 5870 18:00:06.827658 00:00:00.000000 0 0 28 28

000000 45000028 1F9BOO0O 0106EC56 092A6826 09AO32EF 0015£644 7F6CBB58 |E..(....... V.*h&..2....D.1.X

I 5892 18:00:07.149355 00:00:00.321697 28 28 28 56

000000 4500002C | E...|
000020 1FDCOO0O 0106EC11 092A6826 09AO32EF 00154446 809241F5 [veriienn *h&..2...DF..A.

SYSTCPIS Trace Statistics
2,623 ctrace records processed
0 segmented trace records read
0 segmented trace records were lost
2,623 trace records read
0 records could not be validated
2,623 records passed filtering
2,623 packet trace records processed
0 data trace records processed

OSAENTA trace (SYSTCPOT)

TCP/IP Services component trace is also available for use with the OSA-Express
Network Traffic Analyzer (OSAENTA) trace facility. The OSAENTA trace is a
diagnostic method for obtaining frames flowing to and from an OSA adapter. You
can use the OSAENTA statement to copy frames as they enter or leave an OSA
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adapter for an attached host. The host can be an LPAR with z/OS, VM, or Linux.
You can then examine the contents of the copied frames. To be traced, the frame
must meet all the conditions specified on the OSAENTA statement or the
OSAENTA command.

The OSAENTA trace process

Trace data is collected as frames enter or leave an OSA adapter for a connected
host. The actual collection occurs within the device drivers of OSA cards, capturing
the data at the point where it has just been received from or sent to the network.

Frames that are captured have extra information added to them before they are
stored. This extra information, such as timestamps, is used during the packet
formatting. The captured data reflects exactly what the network sees. For example,
the trace contains the constituent packets of a fragmented packet exactly as they
are received or sent.

The selection criteria for choosing packets to trace are specified through the
OSAENTA statement or OSAENTA command. See|z/0S Communications Server|
[P Configuration Reference| for more information about the OSAENTA statement
and see [z/OS Communications Server: IP System Administrator's Commands| for
more information about the OSAENTA command.

The OSAENTA trace can have performance implications if you do not specify
sufficient trace filters before enabling the trace. OSAENTA can reduce the amount
of traffic the OSA-Express feature can process and the amount of traffic that can be
accelerated through that OSA-Express. Also, host processing to collect the
OSAENTA trace records can increase host CPU consumption. Specify sufficient
filters to limit the amount of traffic that is traced to only what is necessary for
problem diagnosis.

illustrates the overall control and data flow in the OSAENTA tracing
facility.

TCPIP
"VARY
TCPIP”

OSA

TCPIP
Address
Space

64-bit Ctrace IPCS Trace
Ctrace —’ Dataset —> Format Report
Buffer Program

Figure 25. Control and data flow in the OSAENTA tracing facility
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Starting OSAENTA trace

You can start an OSAENTA trace in one of the following ways:
* Using the V TCPIP,OSAENTA command

V TCPIP,tcpprocname,OSAENTA,ON,PORTNAME=0SA4,IPADDR=9.1.27.2
* Using the OSAENTA statement in TCPIP.PROFILE

OSAENTA ON PORTNAME=0SA4 IPADDR=9.1.27.2

Security Rule: To use any VARY command, the user must be authorized in RACFE.
The OPERCMDS RACF profile for each user must have access for a resource of the
form MVS.VARY.TCPIP.OSAENTA.

Traces are placed in an internal buffer, which can then be written out using a
CTRACE external writer. The MVS TRACE command must also be issued for
component SYSTCPOT to activate the OSAENTA trace.

After starting OSAENTA trace, you can display the status using the Netstat
command, as shown in the following example:

D TCPIP,TCPCS,NETSTAT,DEV

DEVNAME: 0SA4 DEVTYPE: MPCIPA
DEVSTATUS: READY
LNKNAME: LOSAFE LNKTYPE: IPAQENET  LNKSTATUS: READY

0SA-Express Network Traffic Analyzer Information:

0SA PortName: 0SA4 OSA DevStatus: Ready
0SA IntfName: EZANTAQDIO4101 OSA IntfStatus: Ready
0SA Speed: 1000 OSA Authorization: Logical Partition
OSAENTA Cumulative Trace Statistics:
DataMegs: 0 Frames: 8
DataBytes: 760 FramesDiscarded: 4

FramesLost: 0
OSAENTA Active Trace Statistics:

DataMegs: 0 Frames: 8
DataBytes: 760 FramesDiscarded: 4
FramesLost: 0 TimeActive: 8
OSAENTA Trace Settings: Status: On
DataMegsLimit: 1024 FramesLimit: 2147483647
Abbrev: 224 TimeLimit: 10080
Discard: ALL
OSAENTA Trace Filters: Nofilter: ALL
DevicelD: =
Mac: *
VLANid: =
ETHType: =
IPAddr: =
Protocol: =*
PortNum: =

If you are a TSO user, use the NETSTAT DEVlinks command.

Modifying options with VARY commands

After starting an OSAENTA trace, you can change the trace using the VARY
command. For example, if you want to change the trace to abbreviate the data
being traced, use the following command:

V TCPIP tepipproc, OSAENTA,ON,ABBREV=480

You can display the results of the VARY command using Netstat:
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netstat -p TCPCS -d

DEVNAME: 0SAQDIO4 DEVTYPE: MPCIPA
DEVSTATUS: READY
LNKNAME: LOSAFE LNKTYPE: IPAQENET  LNKSTATUS: READY

0SA-Express Network Traffic Analyzer Information:

OSA PortName: QDI04101 OSA DevStatus: Ready
0SA IntfName: EZANTAQDIO4101 OSA IntfStatus: Ready
0SA Speed: 1000 OSA Authorization: Logical Partition
OSAENTA Cumulative Trace Statistics:
DataMegs: 0 Frames: 8
DataBytes: 760 FramesDiscarded: 4

FramesLost: 0
OSAENTA Active Trace Statistics:

DataMegs: 0 Frames: 8
DataBytes: 760 FramesDiscarded: 4
FramesLost: 0 TimeActive: 8
OSAENTA Trace Settings: Status: On
DataMegsLimit: 1024 FramesLimit: 2147483647
Abbrev: 480 TimeLimit: 10080
Discard: ALL
OSAENTA Trace Filters: Nofilter: ALL
DevicelD: =
Mac: *
VLANid: =
ETHType: =
IPAddr: =
Protocol: =*
PortNum: =*

If you are a TSO user, use the NETSTAT DEVlinks option.

You can use the VARY TCPIP,tcpproc,OBEYFILE command to make temporary
dynamic changes to system operation and network configuration without stopping
and restarting the TCP/IP address space. For example, if you started the address
space TCPIPA and created a sequential data set USER99.TCPIP.OBEYFIL2
containing OSAENTA statements, issue the following command:

VARY TCPIP,TCPIPA,CMD=0BEYFILE,DSN=USER99.TCPIP.OBEYFIL2

The VARY TCPIP,,OSAENTA command is cumulative. You can trace all packets for
specified IP addresses by entering multiple OSAENTA commands. In the following
example, the five commands disable the current trace, clear any previous trace
filters, trace all the frames received and all the frames sent for the specified IP
addresses, and activate the OSAENTA trace facility.

VARY TCPIP,,0SAENTA,OFF,PORTNAME=0SA4

VARY TCPIP,,0SAENTA,CLEAR,PORTNAME=0SA4,ABBREV=200, FRAMES=8000

VARY TCPIP,,0SAENTA,PORTNAME=0SA4,IPADDR=10.27.142.44

VARY TCPIP,,0SAENTA,PORTNAME=0SA4,IPADDR=10.27.142.45
VARY TCPIP,,0SAENTA,ON,PORTNAME=0SA4

Formatting OSA traces using IPCS

The IPCS CTRACE command parameters are described in [“Formatting component]
ltraces” on page 55 The following notes apply to the IPCS CTRACE parameters
with regard to the OSAENTA trace formatter:

JOBLIST, JOBNAME
The LINKNAME and JOBNAME keywords in the OPTIONS string can also be
used to select records.
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TALLY
Equivalent to the STATISTICS(DETAIL) option.

START, STOP
The time is set when the record was moved to the trace buffer, not when the
OSA card recorded the data.

LIMIT
See the RECORDS keyword in the OPTIONS string.

USEREXIT
The packet trace formatter calls the CTRACE USEREXIT before testing the
records with the filtering criteria. If it returns a nonzero return code, then the
record is skipped. The USEREXIT can also be used in the OPTIONS string. It is
called after the record has met all the filtering criteria in the OPTIONS string.

comp
Must be SYSTCPOT.

SUB
The SUB must name the TCP/IP procedure that created the CTRACE records
when the input is a dump data set.

EXCEPTION
Since there are no EXCEPTION records for OSAENTA trace, the EXCEPTION
keyword must not be specified.

ENTIDLIST
The following values are the valid values for OSAENTA trace:
7 Link Frame trace records

for record selection and formatting OSA traces (COMP=SYSTCPOT). See

for the complete syntax of CTRACE.

The same program is used to format OSA traces as well as packet traces. See
[“OPTIONS syntax” on page 99 for the values specified for the OPTIONS keyword.

The CTRACE OPTIONS string provides a means of entering additional keywords

Network security services (NSS) server trace (SYSTCPNS)

TCP/IP Services component trace is also available for use with the network
security services server. See [“TCP/IP services component trace for the network|
lsecurity services (NSS) server” on page 377/

Defense Manager daemon (DMD) trace (SYSTCPDM)

TCP/IP Services component trace is also available for use with the Defense
Manager daemon (DMD). See [“TCP /IP services component trace for the Defense]
Manager daemon” on page 726]

OMPROUTE trace (SYSTCPRT)

TCP/IP Services component trace is also available for use with the OMPROUTE
application. See ["TCP/IP services component trace for OMPROUTE” on page 784

RESOLVER trace (SYSTCPRE)

TCP/IP Services component trace is also available for use with the RESOLVER
application. See [Chapter 38, “Diagnosing resolver problems,” on page 863

172  z/0S V2R1.0 Communications Server: IP Diagnosis Guide



Configuration profile trace

You can use the ITRACE statement in the PROFILE.TCPIP data set to activate
TCP/IP run-time tracing for configuration, the TCP/IP SNMP subagent,

commands, and the autolog subtask. ITRACE should only be set at the direction of

an IBM Support Center representative.

CONFIG SUBAGENT— 1
»>—TITRACE ON

CONFig
SUBAGENt———— |—level—|
COMMAND

AUTODAEMON
|—CONFIG SUBAGENT—

OFF

CONFig
SUBAGENt
COMMAND
AUTODAEMON

Following are descriptions of the ITRACE parameters:

ON Select ON to establish run-time tracing. ITRACE ON commands are
cumulative until an ITRACE OFF is issued.

OFF
Select OFF to terminate run-time tracing.

CONFig
Turn internal trace for configuration ON or OFF.

SUBAgent
Turn internal trace for TCP/IP SNMP subagent ON or OFF.

COMMAND
Turn internal trace for command ON or OFF.

AUTODAEMON
Turn internal trace for the autolog subtask ON or OFF.

level
Indicates the tracing level to be established. Levels are as follows:

Levels for CONFIG

1 ITRACE for all of config

2 General level of tracing for all of config
3 Tracing for configuration set commands
4 Tracing for configuration get commands
5 Tracing for syslog calls issued by config

100 Tracing for the parser

200 Tracing for scanner
300 Tracing for mainloop
400 Tracing for commands

Levels for SUBAGENT
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1 General subagent tracing

2 General subagent tracing, plus DPI traces

3 General subagent tracing, plus extended storage dump traces
4 All trace levels

Level for COMMAND

1 ITRACE for all commands

Following is an example illustrating how to use the ITRACE command:

ITRACE ON CONFIG 3
ITRACE OFF SUBAGENT

Trace output is sent to the following locations:

¢ Subagent trace output is directed to the syslog daemon. This daemon is
configured by the /etc/syslog.conf file and must be active.

* AUTOLOG trace output goes to ALGPRINT.
* Trace output for other components goes to SYSPRINT.

174  2/0S V2R1.0 Communications Server: IP Diagnosis Guide



Chapter 6. IPCS subcommands for TCP/IP

Use the IPCS subcommands for TCP/IP to format data from IPCS system dumps.
This topic describes the subcommands (including description, syntax, parameters,
and sample output), installation, entering, and execution, and includes the
following subtopics:

* [“TCPIPCS command” on page 17§

+ [“TCPIPCS subcommands” on page 181|
* ["ERRNO command” on page 27§

* |”IPHDR command” on page 282
* |'RESOLVER command” on page 284
* [’SETPRINT command” on page 305
* [“SKMSG command” on page m
[“TCPHDR command” on page 307

+ [“TOD command” on page 308

+ [“"UDPHDR command” on page 309

* [“Installing TCP/IP IPCS subcommands by using the panel interface” on page|
311

+ |[“Entering TCP/IP IPCS subcommands” on page 311

Types of subcommands

There are two types of subcommands. These are described as follows:

* Many of the TCP/IP subcommands work on a specific stack or Telnet instance.
These subcommands are grouped under the TCPIPCS subcommand to share the
TCP (to select the stack or Telnet) and TITLE options. A subset of these
commands are available for work with an instance of Telnet. If available,
"Available for Telnet" appears at the end of the description in

* The remaining TCP/IP IPCS subcommands do not require a TCP/IP stack, and
they are not under the TCPIPCS subcommand.

Restriction: The TCP/IP IPCS commands are not supported for IPCS "active."

lists all the IPCS subcommands. The TCPIPCS commands are shown first,
followed by the general commands.

Table 15. TCP/IP IPCS commands

Command Description Alias See

TCPIPCS ALL Equivalent to TCPIPCS NA
STATE TSEB TSDB TSDX
DUAF CONFIG ROUTE
SOCKET STREAM RAW
TCB UDP LOCK TIMER

STORAGE
TCPIPCS API Display control blocks for “TCPIPCS API” on|
Sockets Extended Assembler page 181|

Macro and Pascal APIs
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Table 15. TCP/IP IPCS commands (continued)

Command Description Alias See
TCPIPCS Display device configuration | TCPIPCS CNFG “TCPIPCS|
CONFIG information CONFIG” on page]
TCPIPCS CONF 183]
TCPIPCS Display active or all TCPIPCS CONN "“TCPIPCS|
CONNECTION | connections CONNECTION” on|
TCPIPCS Display information about
COUNTERS TCP/IP internal execution
statistics
TCPIPCS Equivalent to TCPIPCS TCPIPCS CBS NA
DETAIL TSEB TSDB TSDX DUAF
Available for Telnet.
TCPIPCS DU Equivalent to TCPIPCS NA

DUAF DUCB

Available for Telnet.

TCPIPCS DUAF

Summarize DUCBs

TCPIPCS DUCBS

“TCPIPCS DUAF’]

on page 18§|
Available for Telnet.
TCPIPCS DUCB | Find and format DUCBs “TCPIPCS DUCB’
on page 191|
Available for Telnet.
TCPIPCS FRCA | Display state information “TCPIPCS FRCA”|
about FRCA connections on page 194_L|
and objects
TCPIPCS HASH | Display TCP/IP data stored “TCPIPCS HASH”|
in hash tables on page 19§|
TCPIPCS Display dump Header info | TCPIPCS HDR “TCPIPCY]
HEADER HEADER” on page|

20

TCPIPCS HELP | Display syntax help for TCPIPCS ? “TCPIPCS HELP"]
TCPIPCS command on page 202
TCPIPCS IPSEC | Display information about “TCPIPCS IPSEC”|
IP security filters and on page 203
tunnels
TCPIPCS LOCK | Display locks TCPIPCS ‘“TCPIPCS LOCK”|
LOCKSUM on page 20
Available for Telnet. e
TCPIPCS MAP Display storage map “TCPIPCS MAP”
on page 20
TCPIPCS Display module table "TCPIPCS)|
MTABLE IMTABLE” on page]
an
TCPIPCS Display service policy data "TCPIPCS POLICY”]
POLICY on page 211
TCPIPCS Display TCP/IP TCPIPCS PROF “TCPIPCS|
PROFILE configuration data in the PROFILE” on page]

format of a profile dataset

Available for Telnet.

21
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Table 15. TCP/IP IPCS commands (continued)

Command Description Alias See

TCPIPCS Invokes RAW, TCB, UDP

PROTOCOL

TCPIPCS RAW | Display RAW control blocks | TCPIPCS MRCB “TCPIPCS RAW”|

TCPIPCS RAWSUM

TCPIPCS RCB

on page 220]

TCPIPCS ROUTE

Display routing information

TCPIPCS RTE

‘TCPIPCS ROUTE"]

on page 222
TCPIPCS Display socket information | TCPIPCS SCB "TCPIPCS]
SOCKET SOCKET” on page|

TCPIPCS D25
SOCKSUM
TCPIPCS STATE | Display general stack TCPIPCS “TCPIPCS STATE’]
information on page 222]
TCPIPCS Display TCP/IP storage TCPIPCS STOR ’TCPIPCS|
STORAGE usage STORAGE” on page|
D438
TCPIPCS Display streams information | TCPIPCS SKSH ’TCPIPCSl
STREAM STREAM” on pagé
TCPIPCS STREAMS |p5
TCPIPCS Equivalent to TCPIPCS NA
SUMMARY DUAF CONFIG SOCKET
TCPIPCS TCB Display TCP protocol TCPIPCS MTCB “TCPIPCS TCB” on|
control blocks page 252]
TCPIPCS TCBSUM
TCPIPCS Display Telnet information ’TCPIPCSl
TELNET TELNET” on pagge]

Available for Telnet.

25

TCPIPCS TIMER

Display information about
timers

Available for Telnet.

TCPIPCS TIMESUM

"TCPIPCS TIMER”|

on page 25§|

TCPIPCS TRACE

Display TCP/IP CTRACE,
real-time TCP/IP network
monitoring NMI (TMI), and
real-time
application-controlled
TCP/IP trace NMI
information

Available for Telnet.

TCPIPCS TCA

[Table 3 on page §|

TCPIPCS TREE

Display information about
data stored in Patricia trees

Available for Telnet.

TCPIPCS TREESUM

‘TCPIPCS TREE”|

on page 262]

TCPIPCS TSDB

Format TSDB

‘“TCPIPCS TSDB’|

on page 265
Available for Telnet.
TCPIPCS TSDX | Format TSDX “TCPIPCS TSDX"]|
on page 262]

Available for Telnet.
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Table 15. TCP/IP IPCS commands (continued)

Command Description Alias See
TCPIPCS TSEB Format TSEB “TCPIPCS TSEB”|
on page 26§|
Available for Telnet.
TCPIPCS TTLS Display state information ‘TCPIPCS TTLS”|
about AT-TLS connections on page 262|
and groups
TCPIPCS UDP Display UDP control blocks | TCPIPCS MUCB ‘TCPIPCS UDP” on|
page 272]
TCPIPCS UCB
TCPIPCS UDPSUM
TCPIPCS VMCF | Display information about “TCPIPCS VMCF"|
VMCEF and IUCV users on page 273
TCPIPCS XCF Display information about ‘TCPIPCS XCE” on|
XCF links and dynamic page 27§|
VIPA
ERRNO Interpret error numbers "ERRN!
command” on pagéd
Available for Telnet. D7
ICMPHDR Format an ICMP header ’ICMPHDiiI
command” on pagéd
D8
IPHDR Format an IP header ‘IPHDR command”
on page 287)
RESOLVER Format and summarize "RESOLVE Iil
resolver control blocks and command” on page
cache information D8
SETPRINT Set destination so the IPCS ‘SETPRIN l|
subcommand output is sent command” on pagel
to a user ID or the printer 305
Available for Telnet.
SKMSG Format a stream message "SKMSQ]
command” on page|
Available for Telnet. 305)
TCPHDR Format a TCP header ‘TCPHDii]
command” on page|
30
TOD Convert an S/390° 64-bit ‘TOD command”|
time-of-day timestamp to a on page 30§
readable date and time
Available for Telnet.
UDPHDR Format UDP header ‘UDPHDR|

command” on pagel

309

TCPIPCS command
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Syntax

The command syntax for all TCPIPCS subcommands includes an option to specify
the TCP stack and to specify whether the title is displayed.

»»>—TCPIPCS—

STATE—(ALL)
’7 |—subcommandJ |—(—par‘ameters—)J

v

TITLE

A\
A

g |—TCP—( tc _| |_ _|
p_proc_name ) NOTITLE
_[ —p

Parameters
The parameters for the TCPIPCS command are described below.

tcp_index

subcommand
Default is STATE.

parameters
Each subcommand has its own parameters.

TCP

 If a command has variable parameters, they can be omitted, specified as a
single variable, or specified as a list. If no variable parameters are specified,
an asterisk must be used as a placeholder if any keyword parameters are
specified. If two or more variable parameters are specified, they must be
enclosed in parentheses.

* To distinguish between the variable parameters, a parameter is assumed to
be one of the following:

An index or small number if it is four digits or less, begins with zero to
nine, and contains only hexadecimal digits (0-9, a—f, A-F). If a command
accepts multiple indices or small numbers, both are compared to the
values and the first matching field is used.

An address if it is more than four digits, begins with zero to nine, and
contains only hexadecimal digits. For example, for the TCPIPCS DUAF
command, both the DUCB and ASCB addresses of each DUCB are
compared to the address parameter, and the first matching field is used to
select the DUCB to display.

An IPCS symbol name can also be specified for an address.

Otherwise, the parameter is assumed to be a character string variable
(such as TCP/IP procedure or job name, user ID, and command name).

* Keyword parameters can be in any order.

* If there are both keyword and variable parameters, all variable parameters
must precede the keywords.

Specifies which TCP/IP stack or Telnet instance. When issuing commands for
Telnet, the Telnet procedure name must be specified in the tcp_proc_name
variable. The stack can be specified directly or indirectly. A stack can be
specified directly by coding the TCP parameter with either tcp_proc_name or
tep_index. If no stack is specified directly, the output is reported for the stack
with the lowest index matching the release of the TCPIPCS command. After a
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particular stack is specified (whether specified directly or indirectly), that stack
becomes the default. The stack index is saved as a symbol and is used as the
default in future invocations of the TCPIPCS command. An alias for the TCP
option is PROC.

Note: All eight stack indices are available when TCP/IP or Telnet starts, so
any stack index can be selected. The existence of an index does not necessarily
mean this stack can be formatted. If the stack was not included in the dump,
then most of the information about a stack cannot be formatted. Most TCP/IP
control blocks are in the private TCP address space. All Telnet control blocks
are in the private Telnet address space.

The fact that an index exists does not necessarily mean this stack index has
ever been used. If you specify a stack index that has not been used, the version
and release fields for this stack are zero, so you receive a message indicating
the stack is not the same version and release as the TCPIPCS command:

tcp_proc_name
TCP/IP procedure name or the Telnet procedure name (when the
TN3270E Server is running in its own address space).

tcp_index
TCP/IP stack index (1-8) or Telnet index (9-16).

TITLE
The title contains information about the dump and about the TCPIPCS
command. By default, the title information is displayed.
The title contains the following information.
* TCPIPCS command input parameters.
* Dump data set name.
* Dump title.
* TSAB address.
¢ Table listing all TCP/IP stacks used in the dump and their
— TSEB address
— Stack index
— Procedure name
— Stack version
— TSDB address
— TSDX address
- ASID
— Trace option bits
— Stack status
* Count of the number of TCP/IP stacks defined (used).
¢ Count of the number of active TCP/IP stacks found.

¢ Count of the number of active TCP/IP stacks matching the TCPIPCS
command version and release.

* Procedure name and index of the stack being reported.
NOTITLE
Suppress the title lines. This is useful when you are processing many

commands on the same dump and do not want to see the title information
repeated.

180 z/0S V2R1.0 Communications Server: IP Diagnosis Guide



Rule: If you specify multiple keywords from the set {TITLE, NOTITLE}, only
the last one is used.

Symbols defined
TCPIPCS defines the following IPCS symbols:

TSEBPTR
The address of the first TSEB control block.

TSEBn
The address of the TSEB control block corresponding to the stack index #.

TCPIPCS subcommands
This topic describes the TCPIPCS subcommands.

TCPIPCS API

Use this subcommand to display information about the connections in the Sockets
Extended Assembler Macro Application Programming Interface (Macro API) and
the Pascal APIL.

Note: The Macro API is the base for the CALL Instruction API, the CICS C AP,
and the CICS EZACICAL APL See the [z/OS Communications Server: IP Sockets|
[Application Programming Interface Guide and Reference| for more information
about the native TCP/IP APIs.

Some API control blocks are in the application address space, which might not be
available in the dump. If the application address space is available, the API control
blocks are formatted.

Syntax

»>—TCPIPCS—API >

L( . |—MACRO— |—SUMMARY—| )J ]

variable_item———— i:PASCAL— |—DETAI LJ
ALL—

(——variable list—1—)—

TITLE

)—| LoriTie)

\

A\
A

|—TCP ( tc
— p_proc_name
_[tcp_index——l_

Parameters
If no parameters are specified, only information about the Macro API is
summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.
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variable list
You can repeat from 1 — 32 of the following variable parameters, each
separated by a blank space, within parentheses:

Variable parameters are:

jobname
Displays only the API control blocks for this job name. The job name can be a
TCP/IP application name or a stack name. Must contain from 1-8 characters.

ASCB_address
Displays the API control blocks with this address space control block (ASCB)
address. An IPCS symbol name can be specified for the address. The address is
specified as 1-8 hexadecimal digits. If an address begins with digit A-F, prefix
the address with a zero to avoid the address being interpreted as a symbol
name or as a character string.

ASID_number
Displays the API control blocks with this address space identifier (ASID). The
ASID is a hexadecimal number containing 1 - 4 digits.

In addition to the variable parameters, you can specify the following keyword
parameters:

MACRO
Displays only information for Macro APIs. MACRO is the default.

PASCAL
Displays only information for Pascal APIs.

ALL
Displays information for both APIs.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
Also displays the contents of the control blocks in addition to the SUMMARY
display.

TCP, TITLE, NOTITLE
See [‘Parameters” on page 179|for a description of these parameters.

Rules:
* If you specify multiple keywords from the set {MACRO, PASCAL, ALL}, only
the last one is used.

* If you specify multiple keywords from the set {[SUMMARY, DETAIL}, only the
last one is used.

Sample output of the TCPIPCS APl subcommand
The following example is sample output of the TCPIPCS API subcommand.

The contents of the SDST control blocks are formatted by the TCPIPCS API
subcommand if the DETAIL option is coded on the command (SUMMARY is the
default and only the address of the SDST will be displayed in this case).

R14 Output:

-- Array elements --
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+00B2 SDST_LOCAL_IPADDRLEN. 00
+00B3 SDST_REMOTE_IPADDRLEN. 00
+00B4 SDST_LOCAL_IPADDR. 00000000 00000000 00000000 00000000
+00C4 SDST_REMOTE_IPADDR. 00000000 00000000 00000000 00000000

-- End of array --

TCPIPCS CONFIG

Use this subcommand to display each device interface, physical interface, and
logical interface. The configuration summary table shows each logical interface
with the name of its associated device and link.

Syntax

(SUMMARY)
»>—TCPIPCS—CONFIG

v

|—(DETAIL)J l—TCP—(—[tcp_proc_%—)—|

tcp_index
TITLE
]
|-—NOTITLE—-|
Parameters
SUMMARY

Displays each device, physical interface, and logical interface, and summarizes
them all in one cross-reference table. SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the interface
cross-reference reports.

TCP, TITLE, NOTITLE
See ["Parameters” on page 179 for a description of these parameters.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS CONFIG subcommand
The following example is sample output of the TCPIPCS CONFIG subcommand.
TCPIPCS CONFIG

Dataset: IPCS.R450697.V6TCBD1

Title: TCPCS2 CLIENT SIDE

The address of the TSAB is: O9DBE1AO

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

O9DBEIEO 1 TCPCS VIR5 096C4000 096C40C8 0033 10841004 Active
09DBE260 2 TCPCS2 VIRS 096C9000 096C90C8 0034 10841004 Active

2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

2 TCP/IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS2. Index: 2
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Configuration control block summary

IPMAIN found at 095A83D0

IPMAIN6 found at 096CE470

Dif@
7F6AA408
7F1ED408

IPv4 Pif@
7F679468
7F503B88

IPvb Pif@
7F503488
7F503F08

IPv4 Lif@
7F1EDOO8
7F6792E8

IPvb Lif@
7F3083C8
7F3FDCE8
7F6BF028

Configuration Summary

IPv4 Lif@
7F1EDOO8
7F6792E8

IPv6 Lif@
7F3083C8
7F3FDCE8
7F6BF028

DeviceName
LOOPBACK
0SAQDIO3

LinkName
LOOPBACK
0SAQDIOL

IntfName
LOOPBACK®6
0SAQDI26

LinkName
0SAQDIOL
LOOPBACK

IntfName
0SAQDI26
LOOPBACK6
0SAQDI26

LinkName
0SAQDIOL
LOOPBACK

LinkName
0SAQDI26
LOOPBACK6
0SAQDI26

Next Prev
7F1ED408 00000000
00000000 7F6AA408

Next Prev
7F503B88 00000000
00000000 7F679468

Next Prev
7F503F08 00000000
00000000 7F503488

Next Prev
7F6792E8 00000000
00000000 7F1EDOO8

Next Prev

7F3FDCE8 00000000
7F6BF028 7F3083C8
00000000 7F3FDCES8

DeviceName
0SAQDIO3
LOOPBACK

DeviceName
0SAQDIO3
LOOPBACK
0SAQDIO3

Analysis of Tcp/Ip for TCPCS2 completed

TCPIPCS CONNECTION

Use this subcommand to display information about TCP, UDP, and raw

connections. The information includes the following:

User ID
Connection ID
Local IP address
Foreign IP address

DevR DevW Protocol
*%%% *xxxx | 0OPBACK
*%x%% *%%% MPCIPA

DeviceName Protocol
LOOPBACK LOOPBACK
0SAQDIO3 TPAQENET
DeviceName Protocol
LOOPBACK LOOPBACK6
0SAQDIO3 IPAQENET6

Pif@ IpAddr
7F503B88 9.67.115.82
7F679468 127.0.0.1

Pif@ IpAddr
7F503F08 FEC9:C2D4:1::9:67
7F503488 ::1

7F503F08 FE80::2:559A:3F5F:

DevR DevW IpAddr
*xxk *xkx 9,.67.115.82
*xkk xkkx 127.0.0.1

DevR DevW IpAddr
*%%% *%k*x FEC9:C2D4:1::9:67

*kkk Kkkk 1

*%k% #xkx FE8O::2:559A:3F5F:

Connection state (for TCP connections only)

Protocol name (for

Syntax

»>—TCPIPCS—CONNECTION

raw connections only)

|—(ACTIVE)—

Dif@ Life
7F6AA408 7F6792E8
7F1ED408 7F1EDOO8

Dife Life
7F6AA408 7F3FDCE8
7F1ED408 7F6BF028

|—(ALL)— l—TCP—
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TITLE
] -
|—NOTITLE—|

Parameters

ACTIVE
Display only active connections. This is the default.

Tip: The number of connections reported for each protocol includes both
inactive and active connections; therefore, the total might be higher than the
number of displayed (active) connections.

ALL
Display all connections, regardless of state.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {ACTIVE, ALL}, only the last
one is used.

Sample output of the TCPIPCS CONNECTION subcommand

The following is a sample output of the TCPIPCS CONNECTION subcommand. In
this sample, the default option is ACTIVE, so only active connections are shown.
There are six active TCP connections, four active UDP connections, and three active
RAW connections.

TCPIPCS CONNECTION
Dataset: IPCS.R8A0723.RASDUMP
Title: EZRPEOO5
The address of the TSAB is: 098221F0
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
09822230 1 TCPCS VIR5 08E85000 O8E850C8 OOL1E 9FFF7E7F Active
098222B0 2 TCPCS2 V1R5 08937000 089370C8 01F6 9FFF7E7F Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/1P(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS. Index: 1

TCP IPv4 Connections:
Userid Conn State

TCPCS 00000012 Listening Local Socket : 127.0.0.1..1024
Foreign Socket: 0.0.0.0..0
BPXOINIT 00000019 Listening Local Socket : 127.0.0.1..1024
Foreign Socket: 127.0.0.1..1025
TCPCS 00000016  Established Local Socket : 127.0.0.1..1024
Foreign Socket: 127.0.0.1..1025
TCPCS 00000014  Established Local Socket : 127.0.0.1..1024
Foreign Socket: 127.0.0.1..1025

4 TCP IPv4 connections

Active TCP IPv6 Connections:

Userid  Conn State Socket

FTPUNIX1 00000051 Listening Local :0..21
Foreign ::0..0

FTPMVS1 00000049 Listening Local ::0..1821
Foreign ::0..0

2 TCP IPv6 connections

Active UDP Unicast IPv4 Connections:
Userid  Conn Socket

PORTMAP 00000027 Local 0.0.0.0..111
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Foreign 0.0.0.0..0
OSNMPD 00000030 Local 0.0.0.0..161
Foreign 127.0.0.1..162
MISCSRV 00000039 Local 198.11.98.124..7
Foreign 0.0.0.0..0
MISCSRV 0000003E Local 198 11.98.124..9
Foreign 0.0.0.0..0
4 UDP Unicast IPv4 connections

Active UDP Unicast IPv6 Connections:
Userid  Conn Socket

0 UDP Unicast IPv6 connections

Active UDP Multicast IPv4 Connections:
Userid Conn Socket

0 UDP Multicast IPv4 connections

Active UDP Multicast IPv6 Connections:
Userid Conn Socket

0 UDP Multicast IPv6 connections

Active RAW Connections:

Userid  Conn Protocol Socket

TCPCS 00000006 IP Local 0.0.0.0
Foreign 0.0.0.0

TCPCS 00000008 RAW Local 0.0.0.0
Foreign 0.0.0.0

TCPCS 0000000E IP Local ::0
Foreign ::0

3 RAW connections
Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS COUNTERS

Use this subcommand to display information about TCP/IP internal execution

statistics.
Syntax
ALL—— TITLE
»»—TCPIPCS—COUNTERS—( [ ) B i E . ><
DEVICE— TCP—( tcp_proc_name ) NOTITLE
IF—— _Etcp_index——,_
IP—
LOCK—
RAWN——|
TCP—|
upp——
Parameters
ALL
Display all statistics. This is the default.
DEVICE

Display only device statistics.
IF Display only IF layer statistics.
IP Display only IP layer statistics.

LOCK
Display only lock statistics.
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RAW
Display only RAW layer statistics.

TCP
Display only TCP layer statistics.

ubp
Display only UDP layer statistics.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Sample output of the TCPIPCS COUNTERS subcommand for IP
UDP

The following is sample output of the TCPIPCS COUNTERS subcommand for IP
UDP.

TCPIPCS COUNTERS (IP UDP)

Dataset: SYS1.DUMPOO

Title:  LINKDOWN

The address of the TSAB is: 15136000

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

15136040 1 TCPCS VIR7 1511E000 1511EQC8 002F 9FFF767F 00000000 Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS VIR7 found

Analysis of Tcp/Ip for TCPCS. Index: 1

IP Statistics

nonbat.............. 3
batch............... 0
batnum.............. 0
NONYSM. e veeenenanns 0
batrsm.............. 0
PSMNUM. ¢ e e eeeeennnnn 0
rteadd.............. 28
rtedel.............. 0
rteinc.............. 11
rtedec......covunn.. 8
rtpadd.............. 14
rtpdel...oieeaa. 0
rtechg.............. 86
trredr.. .ol 0
trsusp.eeeeieienn. 0
trsust.. ..ot 0
dupfrg.eeeeeeeenn... 0
dataadjl............ 0
dataadj2............ 0

IP6 Statistics

nonbat.............. 32
batch............... 0
batnum.............. 0
NONPSM. et e eeeenannn 0
batrsm.......... ..., 0
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rteadd.............. 0
rtedel.............. 0
rteinC.............. 0
rtedec.............. 0
rtpadd.............. 11
rtpdel....ooviiant. 0
rtechg.............. 43
trredr.. .ol 0
trsuSp.eeeeieennn 0
trsust...ooeeenenn. 0
dupfrg.eeeeeeeenn... 0
dataadjl............ 0
dataadj2............ 0
lTifdel..ooveeenon.n. 0
noreclaim........... 0
hdrpullup...ovnnn... 0
dadfailtot.......... 0
dadfailll........... 0

UDP Statistics

rd.eeeeeeniiiin.. 7
rdnum. .....oiien... 7
batch............... 0
nonbat.............. 7

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS DUAF

Use this subcommand to display a summary of each dispatchable unit control
block (DUCB). Each entry in the dispatchable unit allocation table (DUAT) points
to a DUCB. The DUAT entry contains the status of the DUCB and identifies the
ASID with which the DUCB is associated. If no parameters are specified, the
output contains a summary of the DUAT, followed by a summary of each DUCB.
The status of each DUCB is abbreviated as follows:

Ab The DUCB has ABENDed.

Iu The DUCB is in use.

Re The DUCB is in resume state.

Su The DUCB has been suspended.

The DUCB status might be followed by the recovery stack. There is one line for
each register save area (RSA) found in the DUCB (and its DUSA extension, if

present). The address of each RSA, its previous pointer, its next pointer, and the
module name are shown.

A register save area displayed as RSA* indicates that the RSA is not in the active
chain. If all RSAs are shown like this, the DUCB is not in use.

Syntax

»>—TCPIPCS—DUAF
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v
v

[ ]

variable item———— ABEND— |—NORSA—I
INUSE—
RESUME—
(——variable list—\—)— SUSPEND—
TITLE

[ »<

|—TCP—(—[tcp_proc_name )J |—NOTITLEJ

tep_index

Parameters
If no parameters are specified, all active DUCBs are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable_list
You can repeat from 1 - 32 of the following variable parameters, each separated
by a blank space, within parentheses:

jobname
Displays only the DUCBs with this job name. The job name can be a
TCP/IP application name or a stack name. Must contain from 1-8
characters.

DUCB_address
Displays the DUCB with this address. An IPCS symbol name can be
specified for the address. The address is specified as 1-8 hexadecimal
digits. If an address begins with characters A-F, prefix the address with
a 0 to avoid the address being interpreted as a symbol name or as a
character string.

DUCB _index
Displays this DUCB with this index. The index is a hexadecimal
number containing one to four digits. The lowest index is 0.

ASCB_address
Displays the DUCB with this address space control block (ASCB)
address. An IPCS symbol name can be specified for the address. The
address is specified as 1-8 hexadecimal digits. If an address begins
with characters A-F, prefix the address with a 0 to avoid the address
being interpreted as a symbol name or as a character string.

ASID number
Displays the DUCB with this ASID. The ASID is a hexadecimal number
containing one to four digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

ALL
Display information for all active DUCBs. This is the default.

ABEND
Display only information for DUCBs that ABENDed.
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INUSE
Display only information for DUCBs currently being used

RESUME
Display only information for DUCBs that are resumed.

SUSPEND
Display only information for DUCBs that are suspended.

NORSA
Do not display the contents of the DUCBs' register save areas (RSA). By
default, the RSA contents are displayed.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {ALL, ABEND, INUSE,
RESUME, SUSPEND)], only the last one is used.

Sample output of the TCPIPCS DUAF subcommand
The following example is a sample output of the TCPIPCS DUAF subcommand:

TCPIPCS DUAF( (0876C000 0B) INUSE )

Dataset: IPCS.A594094.DUMPK

Title: TCPCS V2R10: Job(USER15 ) EZBITRAC(HTCP50A 99.266)+
000304 SOC4/00000004 TCB P=0029,S=000E,H=0019

The address of the TSAB is: 08D138C0
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
08D13900 1 TCPCS V2R10  0885A000 0885A0C8 0029 9FFFFF7F Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPCS. Index: 1

Dispatchable Unit Summary

INDEX DUAE DUCB DUSA ASCB ASID JOBNAME ABEND STATUS

10000003 08859040 0876C000 0876100 00FB7080 0029 TCPCS 00000000 Iu
RSA 0876C3F8 Prev 00005098 Next 0876C8CO Mod EZBIEOER

RSA* 0876C8C8 Prev 0876C3F8 Next 00000000 Mod EZBITSTO

1384 bytes were used

1000000B 08859080 08784000 08784100 00FB7980 0019 USER15  000C4000 Ab Iu
RSA 087843F8 Prev 09BB9798 Next 087846B8 Mod EZBPFSOC

RSA 087846C0 Prev 087843F8 Next 08784988 Mod EZBPFOPN

RSA 08784990 Prev 087846C0 Next 08784DBO Mod EZBUDSTR

RSA 08784DB8 Prev 08784990 Next 087855A8 Mod EZBITRAC

4536 bytes were used

82 DU control blocks were found
12 DU control blocks were in use
0 DU control blocks were suspended
0 DU control blocks were resumed
1 DU control blocks had abended
2 DU control blocks were formatted
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The maximum DUCB size found is 4536 bytes

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS DUCB

Use this subcommand to display the contents of each dispatchable unit control
block (DUCB). Each entry in the dispatchable unit allocation table (DUAT) points
to a DUCB. The DUAT entry contains the status of the DUCB and identifies the
ASID with which the DUCB is associated. The DUAT is summarized in the output.
The contents of each DUCB are then displayed, followed by each DUSA for the
DUCB. The first dispatchable unit stack area (DUSA) is followed by information
from each register save area (RSA). Each register from the RSA is listed, showing
its address and offset from the other registers in the register save area. The address
of the parameter list (pointed to by R1) and the first five words at that address are
also given. Each RSA is formatted. The recovery stack is also displayed.

Syntax

»>—TCPIPCS—DUCB >

L N

—variable_item

variable list

TITLE—

A\
A

g I—TCP—( te _| |_ _
p_proc_name ) NOTITLE
_E —p

tep_index

Parameters
If no parameters are specified, all DUCBs are displayed.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.

variable_list
You can repeat from 1 - 32 of the following variable parameters, each separated
by a blank space, within parentheses:

jobname
Displays only the DUCBs with this job name. The job name can be a
TCP/IP application name or a stack name. Must contain from 1-8
characters.

DUCB_address
Displays the DUCB with this address. An IPCS symbol name can be
specified for the address. The address is specified as 1-8 hexadecimal
digits. If an address begins with digit A-F, prefix the address with a
zero to avoid the address being interpreted as a symbol name or as a
character string.

DUCB_index
Displays this DUCB with this index. The index is a hexadecimal
number containing one to four digits. The lowest index is zero.

Chapter 6. IPCS subcommands 191



ASCB_address
Displays the DUCB with this address space control block address
(ASCB). An IPCS symbol name can be specified for the address. The
address is specified as 1-8 hexadecimal digits. If an address begins
with digit A-F, prefix the address with a zero to avoid the address
being interpreted as a symbol name or as a character string.

asid_number
Displays the DUCB with this ASID. The ASID is a hexadecimal number
containing one to four digits.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Sample output of the TCPIPCS DUCB subcommand

In the following sample, some lines have been deleted in order to shorten the
sample. Deleted lines are indicated with the following:

The following is sample output of the TCPIPCS DUCB subcommand:

TCPIPCS DUCB
Dataset: IPCS.R8A0723.RASDUMP
Title: EZRPEOOS
The address of the TSAB is: 098221F0
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
09822230 1 TCPCS VIRS  0O8E85000 O8E850C8 001E 9FFF7E7F Active
098222B0 2 TCPCS2 V1R5 08937000 089370C8 O1F6 9FFF7E7F Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS. Index: 1
DUCB Detail Analysis
Dispatchable Unit Allocation Table: 08E83010

+0000 DUATO EYE...... DUAT NEXT..... 00000000
+0018 DUAEO DUCB..... 08D8D010 FLAGS.... 0014001E
+0020 DUAE1 DUCB..... 08D90000 FLAGS.... 0034001E
+0028 DUAE2 DUCB..... 08D93000 FLAGS.... 0050001E
+0030 DUAE3 DUCB..... 08D96000 FLAGS.... 0014001E
+0038 DUAE4 DUCB..... 08D99000 FLAGS.... 5490001E
+0280 DUAE77 DUCB..... 08E74000 FLAGS.... 00000000
+0288 DUAE78 DUCB..... 08E77000 FLAGS.... 00000000
+0290 DUAE79 DUCB..... 08E7A000 FLAGS.... 00000000
+0298 DUAE8O DUCB..... 08E7DO0O FLAGS.... 00000000
+02A0 DUAE81 DUCB..... 08E80000 FLAGS.... 00000000

Dispatchable Unit Control Block: DUCBO
EZBDUCB: 08D8DO10

+0000 DUCB_EYE........cooinnnn.. DUCB
+0004 DUCB_LENGTH............... 0100
+0006 DUCB_VERSION.............. 0002
+0008 DUCB_TOKEN................ 08D8DO10 0014001E 10000000 00000000
+0018 DUCBDUSA........connnn.. 08D8D110
+001C DUCB_AVAIL_CHAIN.......... 00000000
+0020 DUCB_DUAEP................ 08E83028
+0026 DUCB_ASID.........couvnn.. 001E
+0028 DUCB_ASCB........cvununn.. 00FA4400
+002C DUCB_ATCB......cvvunnnnnn. 007EC920
+0030 DUCB_ITCVT.......connunnn. 08E853C8
+0034 DUCB_LOCKSHELDCOUNT....... 00000000
+0038 DUCB_LOCKS_TABLE.......... 08D8D194
+003C DUCB_LOCKS_SUSPENDED...... 00000000
+0040 DUCB_LOCKS_SUSPENDED_NEXT. 7FFAFAF1
+0044 DUCB_SUSPENDTOKEN......... 00000000 40000000
+004C DUCB_JOBNAME.............. TCPCS
+0054 DUCB_TSAB.......covnnnnnn. 098221F0
+0058 DUCB_TSEB...........c.uunn. 09822230
+005C DUCB_TSDB......ccvvuuunnn. 08E85000
+0060 DUCB_TSDX.......cvvnunnnn. 08E850C8
+0064 DUCB_TCP_ASCB............. 00FA4400
+0068 DUCB_STREAMHEAD........... 00000000
+006C DUCB_OSI........covnnnnn.. 00000000
+0070 DUCB_CREATE_FLAGS......... 00000000
+0074 DUCB_CID......cvvvnnnnnnn. 00000000
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+0078 DUCB_PORT................. 0000

+007A  DUCB_IPADDR_LEN........... 00

+007C DUCB_IPADDR...............

+008C DUCB_TRR_PTR.............. 08D8D128

+0090 DUCB_ESTAEX_TOKEN......... 00000004

+0094 DUCB_ERRORCODE............ 00000000

+0098 DUCB_REASONCODE........... 00000000

+009C DUCB_ABEND_FLAGS.......... 000FO000

+00A0 DUCB_DUMP_ECB............. 00000000
DUCB_EXP_SAVE.............

+00B8

+00E8 08D8F214 08E850C8 08D8FDA8 08D8FA30 0923E21C 88E8862C

Dispatchable Unit Stack Area: DUSAQ@L
EZBDUSA: 08D8D110

00010002 00030004 00050006 00070008

08D8D110 00000000 00000000 88ES865C 08F671E8 7F4FC488 08DSF75C 08D8DA1O 08DIA118 0BDBF3A0 000001A8 08D8DOLO

FEFEFEFE RSA_RO... FEFEFEFE
FEFEFEFE RSA_R6... FEFEFEFE
FEFEFEFE RSA_R12.. FEFEFEFE
FEFEFEFE RSA_AR2.. FEFEFEFE
7EFEFEFE RSA_AR8.. 08E85084

+0000 DUSA_EYE....... DUSA
+0004 DUSA_NEXTDUSA.. 08CFFO10
+0008 DUSA_DUCB...... 08D8D010
+000C DUSA_START..... 08D8D450
+0010 DUSA_LAST...... 08090000
+0014 DUSA_NEXTAVAIL. 08D8D540
Register Save Area: RSA0G1
Module: EZBTIWAT
EZBRSA: 08D8D458
+0000 RSA_DUSA. 08D8D110 RSA_PREV. 0A301890 RSA_NEXT. 00000000 RSA_R14.. FEFEFEFE RSA R15..
+0018 RSA_R1... FEFEFEFE RSA_R2... FEFEFEFE RSA_R3... FEFEFEFE RSA_R4... FEFEFEFE RSA R5...
+0030 RSA_R7... FEFEFEFE RSA_R8... FEFEFEFE RSA_R9... FEFEFEFE RSA_R10.. FEFEFEFE RSA RI1I..
+0050 RSA_AR13. FEFEFEFE RSA_AR14. FEFEFEFE RSA_AR15. FEFEFEFE RSA_ARO.. FEFEFEFE RSA_ARL..
+0068 RSA_AR3.. FEFEFEFE RSA_AR4.. FEFEFEFE RSA_AR5.. FEFEFEFE RSA_AR6.. 08D773D0 RSA_AR7..
+0080 RSA_AR9.. 08E85238 RSA_AR10. 08E8523C RSA_AR11l. 08E85350 RSA_AR12. 08E85358
Dynamic Area of RSA0@1
Module: EZBTIWAT
08D8D458 08D8D110 0A301890 00000000 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE
+0020 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE
+0040 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE
+0060 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE ©08D773D0 7EFEFEFE 08E85084
+0FCO FEFEFEFE FEFEFEFE 08D8E620 08D8E620 FEFEFEFE FEFEFEFE FEFEFEFE 7F207498 | .....
+OFEO0 09822230 FEFEFEFE 08E850C8 08D8D0O10 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE b
Dispatchable Unit Stack Area: DUSA0Q@2
EZBDUSA: 08CFFO10
+0000 DUSA_EYE....... DUSA
+0004 DUSA_NEXTDUSA.. 00000000
+0008 DUSA_DUCB...... 08D8DO10
+000C DUSA_START..... 08CFF028
+0010 DUSA_LAST...... 08D04000
+0014 DUSA_NEXTAVAIL. 08CFF028
Register Save Area: RSA0G2
Module: EZBCTRCD
EZBRSA: 08CFF030
+0000 RSA_DUSA. 08CFFO10 RSA_PREV. 08D8F3A0 RSA_NEXT. ©8CFF1DO RSA_R14.. FEFEFEFE RSA_R15..
+0018 RSA_R1... FEFEFEFE RSA_R2... FEFEFEFE RSA_R3... FEFEFEFE RSA_R4... FEFEFEFE RSA R5...
+0030 RSA_R7... FEFEFEFE RSA_R8... FEFEFEFE RSA_R9... FEFEFEFE RSA_R10.. FEFEFEFE RSA R1l..
+0050 RSA_AR13. 00000000 RSA_AR14. FEFEFEFE RSA_AR15. 08D8FDD4 RSA_ARO.. 08D8FDA8 RSA_ARL..
+0068 RSA_AR3.. 000263D8 RSA_AR4.. O1FFO0OC RSA_AR5.. 000003C4 RSA_AR6.. 00000048 RSA_AR7..
+0080 RSA_AR9.. 08D8FA30 RSA_AR10. 08D8F75C RSA_AR11l. FEFEFEFE RSA_AR12. FEFEFEFE
Dynamic Area of RSA0@2
Module: EZBCTRCD
08CFFO30 08CFFO10 08D8F3A0 08CFF1DO FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE ..0.
+0020 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE | .....
+0040 FEFEFEFE FEFEFEFE 88E88744 88E88AB8 00000000 FEFEFEFE 08D8FDD4 08D8FDA8
+0060 08D8DO1O0 FEFEFEFE 000263D8 01FFO0OC 000003C4 00000048 00000004 00026795 .Q}..
+0080 08D8FA30 08D8F75C FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE 03C40010 3001012D Q...
+00A0 B64CBAC7 14F03740 O0O1EQOLE 001E02FO 007EC920 892336FA E3C3D7C3 E2404040
+00CO 00000000 0000020A 00000000 00000000 00000000 00000000 00000000 00000000
+00EO0 00000000 00000002 00000000 00000000 00000000 00000000 00000000 00000000
+0100 00000000 00000000 00000000 00000000 00000000 00000000 012892A0 00000000
+0120 O4FEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE
+0140 FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE FEFEFEFE
+0160 00000000 ©08D8F75C 892336FA 08CFF190 08D8F3A0 08D8DO10 08D8D128 08D8F214 | .....
+0180 08CFFO10 ©08D8FDA8 08CFF1DO 0923E21C 88E8862C 08CFFO30 00000008 O08CFFO10 ..0..

TCPIP Recovery Routine
DTRR: 08D8D128

+0000 TRR_CURRENT_INDEX. 00000000
+0004 TRR_MAX_INDEX..... 00000005
-- Array elements --
+0008 TRR_ROUTINE....... 08E8875E
+000C TRR_PARM.......... 00000000
+0010 TRR DATA.......... 80000000
+0014 TRR REGS.......... 08D8D5B8
+0018 TRR_DUMPPARM...... 00000000
+001C TRR_ROUTINE....... 08E8875E
+0020 TRR_PARM.......... 00000000
+0024 TRR DATA.......... 80000000
+0028 TRR_REGS.......... 08D8E358
+002C TRR_DUMPPARM...... 00000000
+0030 TRR_ROUTINE....... 08E8875E
+0034 TRR_PARM.......... 00000000

QUL QW "
e YEHLQY e
FEFEFEFE RSA_RO... FEFEFEFE
FEFEFEFE RSA_R6... FEFEFEFE
FEFEFEFE RSA_R12.. FEFEFEFE
08D8D010 RSA_AR2.. FEFEFEFE
00000004 RSA_AR8.. 00026795
Ok TS D
hYg.hY..ovvunnnn. Q.M.Q.y
...... Q...ovvDeveetiiiiiin

Q7*i..0001..03..0) .03, .02,
Qye i1} S hYFen B 0.
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+0038 TRR_DATA....
+003C TRR_REGS....
+0040 TRR_DUMPPARM
+0044 TRR_ROUTINE.

+0048 TRR_PARM..........
+004C TRR_DATA..........
+0050 TRR_REGS..........
+0054 TRR_DUMPPARM......
+0058 TRR_ROUTINE.......
+005C TRR_PARM..........
+0060 TRR_DATA..........
+0064 TRR_REGS..........
+0068 TRR_DUMPPARM......
-- End of array

82 DUCBs were found
2 DUCBs were formatted

. 80000000
. 08CFF190
. 00000000
. 00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS FRCA

Use this subcommand to display information about the Fast Response Cache
Accelerator (FRCA) connections or about cached objects.

Syntax

»»—TCPIPCS—FRCA >

> >

CONNECTIONS— SUMMARY
L( . r iy )J
variable_item EXCLUSIVE— |—DETAIL—|
SHARED
OBJECTS———
(—Y—variable list——)— ALL
TITLE

)

I—TC P—(—Etcp_proc_name )—| |—NOTITLEJ

tcp_index

Parameters
If no parameters are specified, only FRCA connections are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable_list
You can repeat from 1 - 32 of the following variable parameters, each separated
by a blank space, within parentheses:

ASID Displays only the FRCA information for this address space. The
address space ID is 1 - 4 hexadecimal digits in length. If the ASID
value begins with digit a - f or A - F, prefix the value with a 0 so that
the address is not interpreted as a symbol name or as a character
string.

TCB_address
Displays the FRCA connection with this address. An address is
specified as 1-8 hexadecimal digits. An IPCS symbol name can be
specified for an address. If an address begins with digit a—f or A-F,
prefix the address with a zero to avoid the address being interpreted as
a symbol name or as a character string.
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UWSE_address
Displays the FRCA shared cache with this address. An address is 1 - 8
hexadecimal digits in length. An IPCS symbol name can be specified
for an address. If an address begins with digit a-f or A-F, prefix the
address with a zero to avoid the address being interpreted as a symbol
name or as a character string.

UWSX_address
Displays the FRCA server connection with this address. An address is
specified as 1-8 hexadecimal digits. An IPCS symbol name can be
specified for an address. If an address begins with digita - f or A - F,
prefix the address with a 0 so that the address is not interpreted as a
symbol name or as a character string.

jobname
Displays only the FRCA information for this job name. The job name
can be a TCP/IP application name or a stack name. The job name
contains 1-8 alphanumeric characters.

connection_id
Displays the FRCA information with this connection ID. An ID is
specified as 1-8 hexadecimal digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

CONNECTIONS
Display only information for FRCA connections that use either a shared or an
exclusive FRCA cache. CONNECTIONS is the default.

EXCLUSIVE
Display only information for connections that use an exclusive FRCA cache.

SHARED
Display only information for connections that use a shared FRCA cache.

OBJECTS
Display only information for FRCA cached objects.

ALL
Display information for all FRCA connections and cached objects.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the contents of the
control blocks.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rules:

* If you specify multiple keywords from the set {CONNECTIONS, EXCLUSIVE,
SHARED, OBJECTS, ALL}, only the last one is used.

* If you specify multiple keywords from the set {SUMMARY, DETAIL}, only the
last one is used.

Sample output of the TCPIPCS FRCA subcommand
The following is sample output of the TCPIPCS FRCA subcommand:
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1'IPCSFRCA' 1 12:03:17 01/21/08
+
0{{{{ tcpipcs frca(* all) }}}}

1'IPCSFRCA' 2 12:03:17 01/21/08
+
OTCPIPCS FRCA(* ALL)

Dataset: IPCS.MVS054.IPCSFRCA.DUMP

Title: 'IPCSFRCA'

-The address of the TSAB is: 15927000

0Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
015927040 1 TCPCS VIRIO  1590A000 1590A0C8 002A 9FFF767F 00000000 Active
0 1 defined TCP/IP(s) were found

1 active TCP/IP(s) were found
0 1 TCP/IP(s) for CS VIR10 found

0Analysis of Tcp/Ip for TCPCS. Index: 1
-FRCA Server Connections

OUwsx@ Tche@ Cache@ References Flags Uwse@
1642D728 7FOFD410 00000000 3 4080 16649368
16427118 7F108390 00000000 2 4080 16649368
1630C598 7F107F10 16436560 3 4000 00000000
0 Bucket# Uwco@ References CsmObj@ Length Key
754 16436860 1 15785290 2,976 /index.html

OFRCA Shared Cache
OUwse@ Cache@ References Asid

16649368 1681FOF8 2 36
0 Bucket# Uwco@ References CsmObj@ Length Key
754 16443240 1 15783810 2,975 /index.html
871 164431A0 1 15785310 2,977 /index2.html

OFRCA Client Connections
OUwcex@ Tcb@ Server@ Object@ Flags
7F108AA8 7F108810 1642D728 00000000 10
0Analysis of Tcp/Ip for TCPCS completed
{{{{ 1}
{{{{ 1}
{{{{ 1
{{{{ %% END OF QUTPUT wwxxx }}}}

TCPIPCS HASH

Use this subcommand to display information about the structure of TCP/IP hash
tables.

Syntax

»—TCPIPCS

»—HASH

—ALL—— SUMMARY BOTH
(—Y——ICMPV6 B I )
—IPSEC— I—HEADER—l |—DETAILJ |:ACTIVE:‘

- NETACC— DELETE
POLICY—
- TCP—
- TTLS—
—UDP—
L xCF——
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TITLE

)—| LnoTrLe! )

i l—TCP (——tc
— p_proc_name
_[tcp_index——l_

Parameters

ALL
Display structure of all TCP/IP hash tables. ALL is the default.

ICMPV6
Display only the structure of ICMPV6 hash tables.

IPSEC
Display only the structure of IPSecurity hash tables.

NETACC
Display only the structure of NetAccess hash tables.

POLICY
Display only the structure of Service Policy hash tables.

TCP
Display only the structure of TCP hash tables.

TTLS
Display only the structure of AT-TLS hash tables.

upp
Display only the structure of UDP hash tables.

XCF
Display only the structure of XCF hash tables.

HEADER
Display hash table header information. Not displayed by default.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the search key
values.

BOTH
Display both active and logically deleted table elements. BOTH is the default.

ACTIVE
Display only the active table elements.

DELETE
Display only the logically deleted table elements.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rules:

¢ If you specify multiple keywords from the set {ALL, ICMPV6, IPSEC, NETACC,
POLICY, TCP, TTLS, UDP, XCF}, all of the keywords that you specify are used.

* If you specify multiple keywords from the set {BOTH, ACTIVE, DELETE]}, only
the last one is used.

Chapter 6. IPCS subcommands 197



* If you specify multiple keywords from the set {SUMMARY, DETAIL}, only the
last one is used.

Sample output of the TCPIPCS HASH subcommand
The following is sample output of the TCPIPCS HASH subcommand.

TCPIPCS HASH ( DETAIL ALL )
Dataset: D74L.KWDEVO3A.DUMP
Title: ICMP HASHTAB
The address of the TSAB is: 0999D6F8
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
0999D738 1 TCPCS2 V1R5 O8FE9000 O8FE90C8 0013 00000000 Active
0999D7B8 2 TCPCS V1R5 08FB2000 08FB20C8 002D 00000000 Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS2. Index: 1
TCPIP Hash Table Analysis

Policy ID Port Table

Hash Table Header at 7F65E008

Instance H

Active entries : 0

Hash buckets : 1,999
User free routine : 00000000
Element queue : O8FE9E48

0 elements in Policy Id Port Table
Table Summary:

Active buckets : 0
Inactive buckets : 0
Unused buckets : 1,999
Max active q length : 0
Max active q index : 0
Max active g seqnum : 0
Max delete q length : 0
Max delete g index : 0
Total segnum : 0

ICMPV6 Table

Hash Table Header at 7F699C08
Instance H
Active entries H)
Hash buckets : 1,024
User free routine : 00000000
Element queue : O8FE9E50

Bucket# Bucket@ Element@ Status User@ KeyValue
2 7F699C28 7F2F8E80 Active OAA6BFD8 FECO0000 00000000 00000000 00000000

Clock Ticks...... 00000003
Tokens........... 00
Token Tenths..... 00

5 7F699C58 7F2F9100 Active OAA6BF98 00000000 00000000 00000000 00000000
Clock Ticks...... 00000008
Tokens........... 00
Token Tenths..... 00

6 7F699C68 7F2F9080 Active OAA6BFA8 00000000 00000000 00000000 00000000
Clock Ticks...... 00000011
Tokens........... 00
Token Tenths..... 00

7 elements in ICMPV6 Table
Table Summary:

Active buckets 6

Inactive buckets 0

Unused buckets : 1,018

Max active q length : 2

Max active q index 6
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Max active g seqnum : 2
Max delete q length : 0
Max delete g index 0
Total segnum 7

TCP V4 Index Table
Hash Table Header at 7F528B88

Instance H

Active entries : 6

Hash buckets : 62,533
User free routine : 88D9523E
Element queue : O8FE9E48

Bucket# Bucket@ Element@ Status
0 7F528B88 7F507FEO Active
530 7F52ACA8 7F5080C0 Active
30479 7F59FC78 7F508020 Active
35181 7F5B2258 7F5080A0 Active
37771 7F5BC438 7F508040 Active
40773 7F5C7FD8 7F508060 Active
6 elements in TCB V4 Index Table
Table Summary:
Active buckets
Inactive buckets
Unused buckets
Max active q length :
Max active q index :
Max active g segnum :
Max delete q length :
Max delete g index
Total segnum

2,526

OO O OO

TCP V6 Index Table
Hash Table Header at 7F2FDB88

Instance : 5

Active entries : 2

Hash buckets : 62,533
User free routine : 88D9523E
Element queue : O8FE9E50

Bucket# Bucket@ Element@ Status
0 7F2FDB88 7F2F8(C80 Active

530 7F2FFCA8 7F2F8F00 Active

2 elements in TCB V6 Index Table

Table Summary:
Active buckets
Inactive buckets
Unused buckets
Max active q length :
Max active q index :
Max active g segnum :
Max delete q length :
Max delete g index
Total segnum

2,531

NOOHROF,FOYON

UDP DMUX V4 Table
Hash Table Header at 7F403B88

Instance : 3

Active entries : 2

Hash buckets : 62,533
User free routine : 88DBOE3C
Element queue : O8FE9E48

Bucket# Bucket@ Element@ Status
0 7F403B88 7F508000 Active
529 7F405C98 7F508080 Active

User@ KeyValue

7F510108 00000000 00000000 00000000
7F51B988 00000000 00000000 00150000
7F510A08 7F000001 00000000 04000000
7F51A788 00000000 00000000 27170000
7F511308 7F000001 7F000001 04000401
7F510E88 7F000001 7F000001 04010400

User@ KeyValue

7F510588 00000000 00000000 00000000 00000000
00000000 00000000 00000000 60000000
00000000

7F51B988 00000000 00000000 00000000 00OOOOO0
00000000 00000000 00000000 600000
00000000

User@ KeyValue
7F4F8108 00000000 0000
7F500608 00000000 0211
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2 elements in UDP DMUX V4 Table

Table Summary:
Active buckets
Inactive buckets
Unused buckets
Max active q length :
Max active q index :
Max active g seqnum :
Max delete q length :
Max delete g index
Total segnum

UDP DMUX V6 Table

Hash Table Header at 7F203888

2,531

NOOHROF,FOYON

Instance HO)

Active entries 1

Hash buckets : 62,533
User free routine : 88DBOE3C
Element queue : O8FE9E50

Bucket# Bucket@ Element@ Status User@ KeyValue
0 7F203B88 7F2F8D00 Active 7F4F8808 00000000 00000000 00000000 00000000
0000

1 elements in UDP DMUX V6 Table

Table Summary:
Active buckets
Inactive buckets
Unused buckets
Max active q length :
Max active q index :
Max active g seqnum :
Max delete g length :
Max delete q index
Total segnum

2,532

H OO, OF OO

UDP MULTICAST V6 Table
Hash Table Header at 7F10EB88

Instance H)

Active entries : 0

Hash buckets : 62,533
User free routine : 88DBOE3C
ETement queue : O8FE9E50

0 elements in UDP MULTICAST V6 Table

Table Summary:
Active buckets 0
Inactive buckets 0
Unused buckets : 6
Max active q length : 0
Max active q index : 0
Max active g seqnum : 0
Max delete g length : 0
Max delete g index 0
Total segnum : 0

Analysis of Tcp/Ip for TCPCS2 completed

TCPIPCS HEADER

Use the TCPIPCS HEADER command to display information from the system
dump header and, in some cases, if a DUCB has ABENDed, the DUCB is
displayed. The IPCS command STATUS System Cpu Registers Worksheet Faildata
is used to display the system dump header.

Depending on the error recovery routine, the DUCB address might or might not be

available. If the DUCB address is available, the DUCB is displayed. To find DUCBs
that ABENDed, use the TCPIPCS DUAF (* ABEND) command.
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Syntax

»»—TCPIPCS—HEADER <

|-—TCP ( tc
— p_proc_name
_[tcp_index——l_

Parameters

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Sample output of the TCPIPCS HEADER subcommand
The following is sample output of the TCPIPCS HEADER subcommand:

TCPIPCS HEADER
Dataset: IPCS.MV21381.DUMPA
Title:  SLIP DUMP ID=TC

The address of the TSAB is: 13391BCO

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
13391C00 1 TCPSVT V2R10  1323B000 1323BOC8 07DE 04041405 Active
13391C80 2 TCPSVT2  V2R10 00000000 00000000 O7E8 00000000 Down Stopping
13391000 3 TCPSVT1  V2R10  12FC3000 12FC30C8 0080 94FF755F Active
13391D80 4 TCPSVT3  V2R10 00000000 00000000 0059 00000000 Down Stopping

4 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

4 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1

STATUS SUBCOMMAND

MVS Diagnostic Worksheet
Dump Title: SLIP DUMP ID=TC

CPU Model 9672 Version AC Serial no. 041018 Address 00
Date: 03/22/2000 Time: 07:36:57.297123 Local

Original dump dataset: SYS1.DUMP93

Information at time of entry to SVCDUMP:

HASID 000B PASID 000B SASID 000B PSW 440C0000 81584B1C

CML ASCB address 00000000 Trace Table Control Header address 7F45D000

Dump ID: 007
Error ID: N/A

SDWA address N/A

CPU STATUS:
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PSW=440C0000 81584B1C (RUNNING IN PRIMARY, KEY 0, AMODE 31, DAT ON)
DISABLED FOR I/0 EXT
ASID(X'000B') 01584B1C. IEANUCO9.IEAVEDSO+1C IN READ ONLY NUCLEUS
ASCB11 at FBD700, JOB(WLM), for the home ASID
ASXB11 at 7FDFAO and TCB11M at 7FB440 for the home ASID
HOME ASID: 000B PRIMARY ASID: 000B SECONDARY ASID: 000B

GPR VALUES
0-3 00000001 0288E01C 00000C38 00000008
4-7 007FB440 O007FFC10 007F6A68 OOFBD700
8-11 00000000 01584B00 015AD820 007FEE48
12-15 00000000 00000000 8OFDE336 81584B18

TCPIPCS HELP

Use this subcommand to display TCPIPCS usage and syntax information.

Syntax

»»—TCPIPCS—HELP ><
ALL
L ' )J

( *.
I:variable_item—l EFUNCTION—

OPERANDS—
SYNTAX—

Parameters
If no parameters are specified, the function, operand, and syntax information are
displayed for all TCPIPCS commands.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the TCPIPCS subcommand names.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

ALL
Display information for all TCPIPCS commands. ALL is the default.

FUNCTION
Display only function information.

OPERANDS
Display only operand information.

SYNTAX
Display only syntax information.

Rule: If you specify multiple keywords from the set {ALL, FUNCTION,
OPERANDS, SYNTAX], all of the keywords that you specify are used.

Sample output of the TCPIPCS HELP subcommand
The following is sample output of the TCPIPCS HELP subcommand:

tcpipes help (config function)
Function:

The TCPIPCS command displays selected information about a specific
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TCP/IP address space.

CONFIG - Produce device configuration report.
Function:
Display information about device, physical, and logical interfaces
Syntax:
TCPIPCS CONFIG(<{SUMMARY|DETAIL}>)
Operands:
SUMMARY - Display summary report.

DETAIL - Display summary and interface cross-reference reports.

*k%

TCPIPCS IPSEC

Use this subcommand to display information about IP security filters or tunnels, IP
security translated ports, or defensive filters.

Syntax

»>—TCPIPCS—IPSEC >

| 2

v

ALL SUMMARY
L( . [ [ ] )J
variable_item——m7mMm FILTERS— |—DETAILJ
TUNNELS—
XLPORTS—
(——variable list——)— DFILTERS—
TITLE

»
>

A\
A

l—TCP—(—[tcp_proc_%—)—l |—NOTITLE—|

tcp_index

Parameters

If you do not specify any parameters, all IP security filters, tunnels, NAT translated
ports, and all defensive filters are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.

variable_list
The following variable parameters can be repeated up to 32 times, separated
by a blank space, within parentheses:

filter_address
Displays the IP security filter or defensive filter that has this address. An
address is specified as 1 - 8 hexadecimal digits. An IPCS symbol name can
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be specified for an address. If an address begins with a - f or A - F, prefix
the address with a 0 so that the address is not interpreted as a symbol
name or as a character string.

tunnel_address
Displays the IP security tunnel that has this address. An address is
specified as 1 - 8 hexadecimal digits. An IPCS symbol name can be
specified for an address. If an address begins with a - f or A - F, prefix the
address with a 0 so that the address is not interpreted as a symbol name or
as a character string.

source_IP_address
Displays the IPSecurity NAT SourcelP table entry with this address. An
address is specified as 1-8 hexadecimal digits. An IPCS symbol name can
be specified for an address. If an address begins with digit a-f or A-F,
prefix the address with a zero to avoid the address being interpreted as a
symbol name or as a character string.

translated_port_address
Displays the IPSecurity NAT Port Translation table entry with this address.
An address is specified as 1-8 hexadecimal digits. An IPCS symbol name
can be specified for an address. If an address begins with digit a-f or A-F,
prefix the address with a zero to avoid the address being interpreted as a
symbol name or as a character string.

In addition to the variable parameters previously described, you can specify the
following keyword parameters:

ALL
Display information for IP security filters, tunnels, NAT traversal remote port
translations, and defensive filters. ALL is the default.

FILTERS
Display only information for IP security filters.

TUNNELS
Display only information for IP security tunnels.

XLPORTS
Display only information for IP security NAT-translated ports.

DFILTERS
Display only information for defensive filters.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the contents of the
control blocks.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rules:

* If you specify multiple keywords from the set {ALL, FILTERS, TUNNELS,
XLPORTS, DFILTERS}, only the last one is used.

* If you specify multiple keywords from the set {SUMMARY, DETAIL}, only the
last one is used.
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Restriction: The TCPIPCS IPSEC subcommand works only on stacks configured

for IP security.

Sample output of the TCPIPCS IPSEC subcommand
The following is sample output of the TCPIPCS IPSEC subcommand:

TCPIP Ipsecurity Analysis
IPSEC on ZIIP No

FWE_GDA  at 7F283430
FILTER_DA at 7F172C10
DEFENSIVE_FILTER_DA at 7F172BBO
TUNNEL_DA at 7F172530
ENCRYP_DA at 7F282890

Filter set active : Policy
Filter logging : No
Pre-decap filtering : No

Defense Filter Mode : Active
IPv4 Defensive filter inbound Tist: 00000000
IPv4 Defensive filter inbound count: 0
IPv4 Defensive filter outbound Tist: 00000000
IPv4 Defensive filter outbound count: 0
IPv6 Defensive filter inbound Tist: 00000000
IPv6 Defensive filter inbound count: 0
IPv6 Defensive filter outbound Tlist: 00000000
IPv6 Defensive filter outbound count: 0

IPv4 Filters

Filter@ Action SPrtl SPrt2 DPrtl DPrt2 Protocol
Src@
Dst@

7C553110 Permit 500 0 500 0 17 (ubp)
0.0.0.0/0
0.0.0.0/0

7B8DBD90 Permit 0 0 623 0 6 (TCP)
197.11.107.1
197.11.236.12

IPv6 Filters

Filter@ Action SPrtl SPrt2 DPrtl DPrt2 Protocol
Src@
Dst@

7B8D1610 Permit 500 0 500 0 17 (UDP)
::0/0
::0/0

7DA22D90 Permit 623 0 0 0 6 (TCP)
2000:197:11:235::101:0:1
2000:197:11:107::1

IPv4 Tunnels

Tunnel@ Policy Format Name
Src@
Dst@
7C514010 000000A5 00000033 Y 1589 DVA-Tinux
197.11.235.9
16.11.16.126

IPv6 Tunnels
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Tunnel@ Policy Format Name
Src@
Dst@
7E5AF010 0000014A 0000000C M 1 IPMVAospfAHO3
::0
::0

TCPIPCS LOCK

Use this subcommand to scan the dump for information about the current locks
that are defined and held.

Only nonzero statistics are reported.

Tip: The DUCB lock table entries might conflict with the lockword counters. This
is because DUCB lock table entries and lockword counters are not updated in one
operation, therefore they can be out of sync. At the time the dump was obtained,

the lockword counters might have been updated, but the DUCB has not yet been

updated.

Syntax

(SUMMARY)
»»—TCPIPCS—LOCK >
|—(DETAIL)J Lrep (——tc —|
— p_proc_narme )
i I

tcp_index

TITLE
1] .

Lyotrrie

Parameters

SUMMARY
Displays each level of each class of lock, the total number of DUCBs found,
and a cross-reference for each lock being used. SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows lock information for
each DUCB.

TCP, TITLE, NOTITLE
See ["Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS LOCK subcommand
The following is sample output of the TCPIPCS LOCK subcommand:
TCPIPCS LOCK (DETAIL)

Dataset: IPCS.A594094.DUMPM

Title:  TCPSVT  V3R10: Job(TCPSVT ) EZBITSTO(HTCP50A 99.281)+

00077A SA4C5/74BE2500 SRB P=0051,S=0051,H=0051
i’;évt: 12B573C8, Class_Count: 12, Level _Count: 34, Table_Size: 616
Lock statistics at 12E7B208

Class 2 at 12E7B2E8 for 2 levels
Level 0201 ITSTOR_QUE
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Suspension - Srb : 1,601
Delays - : 239

Class 6 at 12E7B478 for 4 levels
Level 0602 TCB
Suspension - Srb : 146
Suspension - Tcb : 33

Ix  Duch@ Lktb@ Susp@ Next@ DucbIx  Status
0002 12A62000 12A62184 00000000 00000000 10000001 Iu
Lock Class 02: 00000001 00000002 12A62278 00000000
Lock Level 01: 12B57CB8 C0010201 00010000 Held Exc] ITSTOR_QUE

Ix  Duch@ Lktb@ Susp@ Next@ DucbIx  Status
072E 12B19000 12B19184 00000000 7FFAFAF1 1000003E Iu
Lock Class 06: 00000002 00000004 12B192F0 00000000
Lock Level 02: 7F272D38 80010602 00020100 Held Shr TCB

50 DUCBs found
2 DUCBs held Tocks
0 DUCBs were waiting for locks

Lockword Cross Reference

Lock@ Duch@ Status Name
12B57CB8 Not Held ITSTOR_QUE
7F272D38 12B19000 Held Shr TCB

2 Tocks were referenced
Lock Class/Level Multiple Usage:

Class Level Names
03 02 REASM
PTREE

MCGRP

0C 06 SKITSSL
TCFG. CLEANUP

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS MAP

Use this subcommand to display a mapping of TCP/IP storage. This subcommand
is useful for finding overlays and abandoned storage.

Each control block referenced is listed in order by its address. Each control block
eye-catcher is shown; if none is found, a mnemonic name is given in quotation
marks. The size is the number of bytes (in decimal) in the control block. The key is
the storage key. The base and offset are the address of a TCP/IP control block and
the offset within it that contains the CbAddr in the far left column. Multiple
references can exist, so additional references are continued on a separate line.

Note: Large dumps with many control blocks can take considerable time to
process.

Syntax
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»»>—TCPIPCS—MAP >

|—TCP ( tc —|
— p_proc_name )
L —ALL——— J _[tcp_index——l_

( v

CACHE )
—DUCB——
—ICMP——
—IF
—IP
—IPSEC—
—NETACC—
—POLICY—
—RAN———
—SOCKETS—
—STREAMS—
—TCP——
—TELNET—
—TIMERS—
—TTLS——
—UDP——
—XCF——
|—TITLE—|
|—NOTITLE—|
Parameters
ALL
Display storage usage information for all components.
CACHE
Display only CACHE storage usage information.
DUCB
Display only DUCB storage usage information.
ICMP

Display only ICMP storage usage information.
IF Display only IF/IP storage usage information.
IP Display only IF/IP storage usage information.

IPSEC
Display only IPSEC storage usage information.

NETACC
Display only NETACC storage usage information.

POLICY
Display only POLICY storage usage information.

RAW
Display only RAW storage usage information.

SOCKETS
Display only SOCKETS storage usage information.

STREAMS
Display only STREAMS storage usage information.

TCP
Display only TCP storage usage information.
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TELNET
Display only TELNET storage usage information.

TIMERS
Display only TIMERS storage usage information.

TTLS
Only display AT-TLS storage usage information.

upp
Display only UDP storage usage information.

XCF
Display only XCF storage usage information.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {ALL, CACHE, DUCB, ICMP,
IF, IP, IPSEC, NETACC, POLICY, RAW, SOCKETS, STREAMS, TCP, TELNET,
TIMERS, TTLS, UDP, XCF}, all of the keywords that you specify are used.

Sample output of the TCPIPCS MAP subcommand
The following is sample output of the TCPIPCS MAP subcommand:
TCPIPCS MAP

Dataset: IPCS.MV20767.DUMPA

Title:  VERIFY MV20758

The address of the TSAB is: 08DD36F8

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

08DD3738 1 TCPCS V2R10  0876E000 0876EOC8 01F7 92208100 Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPCS. Index: 1
CbhIds enclosed in quotes e.g. "CBID" are not true eyecatchers.

Found 847 References and 1037 Cross-references

CbAddr  CbId Size Key Base +0ffset
OOFCC6AO CVT 1,280 6
01663450 ECVT 576 6 00OFCC6A0+008C
0876B000 "ALCCSA" 96 6 08DD9328+0004
08DD9368+0000
0876B388 "CACSMM" 120 6 0876B408+0004
0876B408 "CACSMM" 120 6 0876E5C8+0560
0876B488 "CACSMM" 120 6 0876B688+0004
0876B500 "CACSA " 120 6 0876B600+000C
0876B580 "CACSA " 120 6 0876B500+000C
0876B600 "CACSA " 120 6 0876E5C8+0218
0876B688 "CACSMM" 120 6 0876E5C8+0568
0876B700 "CACSA " 120 6 0876D700+000C
0876B780 "CACSA " 120 6 0876B700+000C
7F6E8B78 SKQU 64 6 7F6E8748+00E8
7F6E8BB8 SKQU 64 6 7F6E8AA8+0004
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7F6EBBF8 SKQP 16 6 7F6E8B78+0018

7F6E8BB8+0018
7F6EBCO8 SKBD 32 6 7F6E8B78+002C
7F6E8C28 SKBD 326 7F6E8C08+0004
7F6EBC48 SKBD 32 6 7F6E8BB8+002C
7F6E8C68 SKBD 326 7F6E8C48+0004
7F6E8CC8 SKSC 176 6 7F6E8008+0004

7F6E8748+0060
7F6E8D88 SKRT 128 6 0876E0C8+0130

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS MTABLE

Use this subcommand to access the module tables and display the following
information:

* Module entry point address
* Name

* Compile date and time

e PTF number

¢ Load module name

The entries are listed first in entry-point-address order, and then listed again in
module-name order.

Syntax
»»—TCPIPCS—MTABLE L >
BOTH J
(—* [BYADDR )
variable_item——— BYNAME
\A (—var‘iable_list—)L
TITLE—|
|_.".'0TITLE »><

i |—TCP ( tc
— —[ p_proc_name )
tcp_index——l_

Parameters
If no parameters are specified, all displayable modules are displayed.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable list
You can repeat from 1 -32 of the following variable parameters, each separated
by a blank space, within parentheses:

address
Locates the TCP/IP module where this address appears and displays
the name and offset. An address is specified as 1-8 hexadecimal digits.
An IPCS symbol name can be specified for an address. If an address
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begins with digit a—f or A-F, prefix the address with a zero to avoid
the address being interpreted as a symbol name or as a character
string.

name Locates the TCP/IP module with this name. A name is specified as 1-8

characters.

In addition to the variable parameters previously described, you can
specify the following keyword parameters:

BOTH Display modules sorted by address and by name.

BYADDR
Display only modules sorted by address.

BYNAME
Display only modules sorted by name.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Sample output of the TCPIPCS MTABLE subcommand
The following is a sample output of the TCPIPCS MTABLE subcommand:
TCPIPCS MTABLE (12DE3800 12D9B858)

Dataset: IPCS.A594094.DUMPM

Title:  TCPSVT  V2R10: Job(TCPSVT ) EZBITSTO(HTCP50A 99.281)+
00077A S4C5/74BE2500 SRB P=0051,S=0051,H=0051

The address of the TSAB is: 12E89BB8
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
12E89BF8 1 TCPSVT V2R10  12B57000 12B570C8 0051 9FFFFF7F Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1

TCPIP Module Table Analysis

TCMT 12B590E8 EZBITCOM Size: 00D8 Cnt: 47

MTBL 12C23F28 EZBTIINI Size: OCD4 Cnt: 272

MTBL 948ACA50 EZBTZMST Size: 0134 Cnt: 24

MTBL 94FE8470 EZBTTMST Size: 0704 Cnt: 148

MTBL 94AAOBOO EZBTMCTL Size: 0380 Cnt: 73

Module  Epa Date Time PTF Lmod Asid

EZBIFARP 12DE35D8 1999/10/15 07:01:58 HTCP50A EZBTIINI 0051
EZBXFINI 12D9B808 1999/10/08 00:37:29 HTCP50A EZBTIINI 0051

Address 12DE3800 is EZBIFARP+0228
Address 12D9B858 is EZBXFINI+0050

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS POLICY

Use this subcommand to display policy information.
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Syntax

(SUMMARY)
»»—TCPIPCS—POLICY

|—(DETAIL)J l—TCP—(—[tcp_proc_%)—l

tcp_index

|—TITLE—|

Lyotrrie

Parameters
SUMMARY
Displays the policy table addresses. SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows control block
contents.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS POLICY subcommand
The following is sample output of the TCPIPCS POLICY subcommand:

TCPIPCS POLICY TCP(1)
Dataset: IPCS.MV21046.DUMPA
Title: BOTSWANA HUNG RUNNING PAGENT DIFFSERV SETTINGS.

The address of the TSAB is: 12EFD818

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

12EFD858 1 TCPSVT VZ2R10  12EABOOO 12EABOC8 0058 9CFF755F Active
12EFD8D8 2 TCPSVT1 ~ V2R10  12A0F000 12A0FOC8 0069 9CFF755F Active
12EFD958 3 TCPSVTZ2  VZ2R10  127C9000 127C90C8 O7DE 9CFF755F Active
12EFD9D8 4 TCPSVT3  V2R10  126FBOOO 126FBOC8 0054 9CFF755F Active
12EFDA5S8 5 TCPSVT4  VZ2R10 12646000 126460C8 004C 9CFF755F Active
12EFDAD8 6 TCPSVTS  V2R10  1260E000 1260EQC8 07DD 9CFF755F Active
12EFDB58 7 TCPSVT6  V2R10 12383000 123830C8 007A 9CFF755F Active
12EFDBD8 8 TCPSVT7  VZ2R10  11ECE000 11ECEOC8 07DC 9CFF755F Active

8 defined TCP/IP(s) were found
8 active TCP/IP(s) were found

8 TCP/IP(s) for CS V2R10 found

Policy Control Table at 12F54210
Intrusion Detection Main Table at 13AA6088
Service Classes:

Scentry@ Scope Tos Pri Permission Name
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129455F0 Both 60 00 Allowed paPRD-GenImp5
129454F0 Both 00 00 Allowed padefault
129453F0 Both EO® 00 Allowed paOSPF-1
129452F0 Both EO 00 Allowed paTST-1-GenImpl
129451F0 Both CO 00 Allowed paTST-1-GenImp2
12942B10 Both A® 00 Allowed paTST-1-GenImp3
12942A10 Both 80 00 Allowed paTST-1-GenImp4
12942910 Both 60 00 Allowed paTST-1-GenImp5
12942810 Both 40 00 Allowed paTST-1-GenImpb
12942710 Both 20 00 Allowed paTST-1-GenImp7

Policy Rules:

Prentry@ Permission Cond Level@ Cond@ Name
126C04F0 Allowed DNF 00000000 00000000 prPRD-CBS-30001
128F2A90 Allowed CNF  126EB590 00000000 prTST-WEB-4-80-B0
126COB10 00000000
126C0790 126C0950

TCPIPCS PROFILE

Use this subcommand to show the active configuration information at the time of
the dump, in the form of profile data set statements. This profile does not
necessarily match the profile used to start TCP/IP because the startup profile
might not include the dynamic changes, additions, or deletions made by using
commands. All the defaults that are in effect are displayed in addition to explicit
settings.

Syntax

v

»»—TCPIPCS—PROFILE L
(

ALL— J |—TCP—( tcp_proc_name )—|
TCPIP——) _[tcp_index——l_

TELNET—
CONVERT—
TITLE
> |_ _| >«
|—NOTITLE—|
Parameters
ALL
Display all profile statements.
TCPIP
Display only TCP/IP profile statements.
TELNET
Display only Telnet profile statements.
CONVERT

Display converted profile statements. This parameter can be useful as an aid to
convert older profile statements to equivalent strategic profile statements.

For TCPIP, the following are the converted profile statements.

* The GATEWAY statement is converted to a BEGINROUTES block.

¢ The DEVICE, LINK, and HOME statements for the following interface types
are converted to INTERFACE statements:
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- IPAQENET
- IPAQIDIO
- VIRTUAL
In addition, corresponding changes are made to the BSDROUTINGPARMS,
START, and STOP statements if present.
¢ The SMFPARMS statement is converted to an SMFCONFIG statement.

Rule: The SMFPARMS and GATEWAY statements are converted to an
SMFCONFIG statement even if the CONVERT parameter is not specified.
For TELNET, there are no converted profile statements.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Sample output of the TCPIPCS PROFILE subcommand
The following is sample output of the TCPIPCS PROFILE subcommand:

TCPIPCS PROFILE
Dataset: IPCS.TCPIPCS.DUMP
Title: TCPIPCS PROFILE SAMPLE IPV6 CINET
The address of the TSAB is: 162E9000
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
162E9040 1 TCPCS5 V2R1 15951000 159510C8 0032 9FFF777F 00000000 Active
162E90CO 2 TCPCS8 V2R1  14FEBOOO 14FEBOC8 002E 9FFF777F 00000000 Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/IP(s) for CS V2R1 found

Analysis of Tcp/Ip for TCPCS5. Index: 1
Profile generated on 2012/03/13 at 18:50:47

Dump Dataset : IPCS.TCPIPCS.DUMP
Dump Time : 2012/03/13 13:40:40.418616
TCP/IP Jobname: TCPCS5

For informational purposes, only BEGINRoutes
and SMFCONFIG will be generated in this
reconstructed profile.

Either a GATEWAY or a BEGINRoutes statement is
specified in an initial profile data set, or
in a data set referenced by the

VARY TCPIP,,OBEYFILE command.

BEGINRoutes is the recommended way to define
static routes.

Either an SMFCONFIG or an SMFPARMS statement
is specified in an initial profile data set,
or in a data set referenced by the

VARY TCPIP,,OBEYFILE command.

SMFCONFIG is the recommended way to define
SMF processing options.

We We We Be Be Ve Ve We We Ve Ve Ve We We Be Ve Ve Ve We Ve Ve Ve Ve we W

ARPAGE 20
AUTOLog 5
TRMD PARMSTRING "D=TCPDATA5"
ENDAUTOLog
DEVice VIPA4815 VIRTual 0000
LINK VIPA4815L VIRTual O VIPA4815
DEVice IUTSAMEH MPCPTP NOAUTORESTART
LINK TOVTAM MPCPTP IUTSAMEH IFSPEED 4500000 CHECKSUM SECCLASS 255
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NOMONSYSPLEX
DEVice MPC4115 MPCPTP NOAUTORESTART
LINK MPC4115L MPCPTP MPC4115 IFSPEED 4500000 CHECKSUM SECCLASS 255
NOMONSYSPLEX
DEVice MPC4145 MPCPTP NOAUTORESTART
LINK MPC4145L MPCPTP MPC4145 IFSPEED 4500000 CHECKSUM SECCLASS 255
NOMONSYSPLEX
DEVice MPC4185 MPCPTP NOAUTORESTART
LINK MPC4185L MPCPTP MPC4185 IFSPEED 4500000 CHECKSUM SECCLASS 255
NOMONSYSPLEX
DEVice QDI04105 MPCIPA PRIROUTER NOAUTORESTART
GLOBALCONFig NOTCPIPStatistics ECSALIMIT OK POOLLIMIT OK
NOMLSCHKTERMinate NOEXPLICITBINDPORTRANGE SYSPLEXMONitor
TIMERSECS 60 NORECOVERY NODELAYJOIN NOAUTOREJOIN
NOMONINTERFACE NODYNROUTE SYSPLEXWLMPoll 60 ZIIP
NOIPSECURITY NOIQDIOMULTIWRITE MAXRECS 300 IQDMULTIWRITE
NOAUTOIQDX WLMPRIORITYQ IOPRI1 O IOPRIZ 1 IOPRI3 2 3
IOPRI4 4 5 6 FWD

NETMONitor NONTATRCService NOPKTTRCService NOTCPCONNService SMFService
NOIPSECURITY PROFILE DVIPA
HOME
10.81.5.5 VIPA4815L
10.51.0.5 TOVTAM
10.11.1.5 MPC4115L
10.11.4.5 MPC4145L
10.11.8.5 MPC4185L
INTERFace I4VIPA1 DEFINE VIRTUAL IPADDR 10.81.5.6
INTERFace QDIO4105I DEFINE IPAQENET CHPIDTYPE OSD PORTNAME QDI04105 IPADDR
172.16.1.5/24 PRIROUTER MTU 8992 READSTORAGE GLOBAL INBPERF
BALANCED NOMONSYSPLEX NODYNVLANREG NOISOLATE NOOLM
INTERFace I4HIPERSOCKA DEFINE IPAQIDIO CHPID 9A IPADDR 172.18.1.1/32
READSTORAGE GLOBAL SOURCEVIPAINTerface I4VIPA1 MONSYSPLEX
INTERFace VIPA6815 DEFINE VIRTUAL6 IPADDR 2001:DB8:10::81:5:5
INTERFace IUTSAMEH6 DEFINE MPCPTP6 TRLE IUTSAMEH INTFID ::51:0:5
SECCLASS 255 NOMONSYSPLEX IPADDR 2001:DB8:10::51:0:5
INTERFace MPC6115 DEFINE MPCPTP6 TRLE MPC4115 INTFID ::11:1:5
SOURCEVIPAINTerface VIPA6815 SECCLASS 255 NOMONSYSPLEX IPADDR
2001:DB8:10::11:1:5
INTERFace MPC6245 DEFINE MPCPTP6 TRLE MPC4245 INTFID ::12:4:5
SOURCEVIPAINTerface VIPA6815 SECCLASS 255 NOMONSYSPLEX IPADDR
2001:DB8:10::12:4:5
INTERFace MPC6185 DEFINE MPCPTP6 TRLE MPC4185 INTFID ::11:8:5
SOURCEVIPAINTerface VIPA6815 SECCLASS 255 NOMONSYSPLEX IPADDR
2001:DB8:10::11:8:5
INTERFace QDI06105 DEFINE IPAQENET6 CHPIDTYPE OSD PORTNAME QDIO4105 PRIROUTER
DUPADDRDET 1 SOURCEVIPAINTerface VIPA6815 NODYNVLANREG
READSTORAGE GLOBAL INBPERF BALANCED INTFID ::16:1:5 SECCLASS
255 NOMONSYSPLEX TEMPPREFIX ALL IPADDR 2001:DB8:172::16:1:5 NOISOLATE NOOLM
IPCONFig ARPTO 1200 DATAGRamfwd NOFWDMULTipath DEVRETRYDURation 4
IPSECurity NOSOURCEVIPA NOTCPSTACKSOURCEVIPA NOSYSPLEXRouting
REASSEMBLytimeout 60 TTL 64 NOPATHMTUDISCovery NOMULTIPATH
NODYNAMICXCF NOIQDIORouting FORMAT LONG NOQDIOACCELerator
NOSEGMENTATIONOFFLOAD CHECKSUMOFFLOAD
IPCONFIG6 DATAGRamfwd NOFWDMULTipath IPSECurity NOSOURCEVIPA
NOTCPSTACKSOURCEVIPA NOMULTIPATH HOPLimit 255 ICMPErrorlimit
3 NOIGNOREROUTERHOPLIMIT NODYNAMICXCF NOTEMPADDRS
NOSEGMENTATIONOFFLOAD CHECKSUMOFFLOAD

IPSEC DVIPsec LOGENable LOGImplicit
IPSECRule * * NOLOG PROTOcol OSPF TYPE = ROUTING LOCAL SECCLASS 0
IPSECRule * * LOG PROTOcol * ROUTING LOCAL SECCLASS 0
IPSEC6Rule * * NOLOG PROTOcol * ROUTING LOCAL SECCLASS 0O

ENDIPSEC

ITRACE OFF AUTODAEMON

ITRACE OFF COMMAND

ITRACE OFF CONFig

ITRACE OFF SUBAGENt
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PORT 3020 TCP DCICSTS DELAYAcks

PORT 3019 TCP DCICSTS DELAYAcks

PORT 3018 TCP DCICSTS DELAYAcks

PORT 3017 TCP DCICSTS DELAYAcks

PORT 3016 TCP DCICSTS DELAYAcks

PORT 3015 TCP DCICSTS DELAYAcks

PORT 3014 TCP DCICSTS DELAYAcks

PORT 3013 TCP DCICSTS DELAYAcks

PORT 3012 TCP DCICSTS DELAYAcks

PORT 3011 TCP DCICSTS DELAYAcks

PORT 3010 TCP DCICSTS DELAYAcks

PORT 3009 TCP DCICSTS DELAYAcks

PORT 3008 TCP DCICSTS DELAYAcks

PORT 3007 TCP DCICSTS DELAYAcks

PORT 3006 TCP DCICSTS DELAYAcks

PORT 3005 TCP DCICSTS DELAYAcks

PORT 3004 TCP DCICSTS DELAYAcks

PORT 3003 TCP DCICSTS DELAYAcks

PORT 3002 TCP DCICSTS DELAYAcks

PORT 3001 TCP DCICSTS DELAYAcks

PORT 3000 TCP DCICSTS DELAYAcks

PORT 520 UDP = DELAYAcks

PORT 161 UDP OSNMPD DELAYAcks

PORT 53 UDP OMVS DELAYAcks

PORT 53 TCP OMVS DELAYAcks

PORT 23 TCP TCPCS5 DELAYAcks

PORT 21 TCP OMVS DELAYAcks

PORT 19 TCP MISCSERV DELAYAcks

PORT 19 UDP MISCSERV DELAYAcks

PORT 9 TCP MISCSERV DELAYAcks

PORT 9 UDP MISCSERV DELAYAcks

PORT 7 TCP MISCSERV DELAYAcks

PORT 7 UDP MISCSERV DELAYAcks

SACONFig COMMUNity public AGENT 161 SACACHETime 30 ENABLed SETSDISAbled

0SADISabTed

SMFCONFIG TYPE118 NOTCPINIT NOTCPTERM NOFTPCLIENT NOTN3270CLIENT
NOTCPIPStatistics TYPE119 NOTCPINIT NOTCPTERM NOFTPCLIENT
NOTN3270CLIENT NOTCPIPStatistics NOIFStatistics
NOPORTStatistics NOTCPSTACK NOUDPTerm NOIPSECURITY
PROFILE DVIPA

SOMAXCONN 10

START IUTSAMEH

START IUTSAMEH6

STOP MPC4115

STOP MPC6115

STOP MPC4145

STOP MPC4185

STOP MPC6185

STOP QDIO4105I

STOP I4HIPERSOCKA

STOP QDI06105

STOP MP(C6245

TCPCONFIG INTerval 120 DELAYAcks RESTRICTLowports TCPRCVBufrsize 16384
TCPSENDBfrsize 16384 TCPMAXRCVBufrsize 262144 FINWAIT2TIME
600 SENDGarbage FALSE TCPTIMESTAMP NOTTLS SELECTIVEACK
EPHEMERALPORTS 01024 - 65535
UDPCONFIG RESTRICTLowports UDPCHKsum UDPRCVBufrsize 65535
UDPSENDBfrsize 65535 UDPQueuelimit EPHEMERALPORTS 01024 - 65535
BEGINRoutes
ROUTE 10.81.4.0 255.255.255.0 10.11.5.4 MPC4145L MTU DEFAULTSIZE
MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks NOREPLaceable
ROUTE 10.81.2.0 255.255.255.0 10.11.5.4 MPC4145L MTU DEFAULTSIZE
MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks NOREPLaceable
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ROUTE 10.51.0.4 HOST = TOVTAM MTU DEFAULTSIZE MAXImumretransmittime
120 MINImumretransmittime 0.5 ROUNDTRIPGain 0.125 VARIANCEGain
0.25 VARIANCEMultiplier 2 DELAYAcks NOREPLaceable
ROUTE 10.11.5.1 HOST = MPC4115L MTU 4096 MAXImumretransmittime 120
MINImumretransmittime 0.5 ROUNDTRIPGain 0.125 VARIANCEGain 0.25
VARIANCEMultiplier 2 DELAYAcks REPLaceable
ROUTE 10.11.5.4 HOST = MPC4145L MTU 4096 MAXImumretransmittime 120
MINImumretransmittime 0.5 ROUNDTRIPGain 0.125 VARIANCEGain 0.25
VARIANCEMultiplier 2 DELAYAcks REPLaceable
ROUTE 10.11.5.8 HOST = MPC4185L MTU 4096 MAXImumretransmittime 120
MINImumretransmittime 0.5 ROUNDTRIPGain 0.125 VARIANCEGain 0.25
VARIANCEMultiplier 2 DELAYAcks REPLaceable
ROUTE 10.81.8.0 255.255.255.0 10.11.5.8 MPC4185L MTU DEFAULTSIZE
MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks NOREPLaceable
ROUTE 172.16.0.0 255.255.0.0 = QDI041051 MTU 1492
MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks REPLaceable
ROUTE 2001:DB8:10::81:4:4/128 = MPC6245 MTU DEFAULTSIZE
MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks NOREPLaceable
ROUTE 2001:DB8:10::81:8:0/112 2001:DB8:10::11:5:8 MPC6185 MTU
DEFAULTSIZE MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks NOREPLaceable
ROUTE 2001:DB8:10::51:0:4/128 = IUTSAMEH6 MTU DEFAULTSIZE
MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks NOREPLaceable
ROUTE 2001:DB8:10::11:5:1/128 = MPC6115 MTU 4096 MAXImumretransmittime
120 MINImumretransmittime 0.5 ROUNDTRIPGain 0.125 VARIANCEGain
0.25 VARIANCEMultiplier 2 DELAYAcks REPLaceable
ROUTE 2001:DB8:10::12:5:4/128 = MPC6245 MTU 4096 MAXImumretransmittime
120 MINImumretransmittime 0.5 ROUNDTRIPGain 0.125 VARIANCEGain
0.25 VARIANCEMultiplier 2 DELAYAcks REPLaceable
ROUTE 2001:DB8:10::11:5:8/128 = MPC6185 MTU 4096 MAXImumretransmittime
120 MINImumretransmittime 0.5 ROUNDTRIPGain 0.125 VARIANCEGain
0.25 VARIANCEMultiplier 2 DELAYAcks REPLaceable
ROUTE 2001:DB8:10::81:2:0/112 2001:DB8:10::12:5:4 MPC6245 MTU
DEFAULTSIZE MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks NOREPLaceable
ROUTE 2001:DB8:172::16:0:0/96 = QDI06105 MTU 1492
MAXImumretransmittime 120 MINImumretransmittime 0.5
ROUNDTRIPGain 0.125 VARIANCEGain 0.25 VARIANCEMultiplier 2
DELAYAcks REPLaceable
ENDRoutes
Analysis of Tcp/Ip for TCPCS5 completed

TCPIPCS PROTOCOL

Use this subcommand to display information from TCP, UDP, and RAW protocol
control blocks.

Syntax

(SUMMARY)

v

»»—TCPIPCS—PROTOCOL

|—(DETAIL)J |—TCP—(—[tcp_pr'oc_%—)—|

tcp_index
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TITLE
]
|-—NOTITLE—-|

Parameters

SUMMARY
Formats the MTCB, MUDP, and MRCB contents. Lists all the TCBs, UCBs, and
RCBs in separate cross-referenced tables. SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL formats the contents of the
TCBs, UCBs, and RCBs.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS PROTOCOL subcommand
The following is sample output of the TCPIPCS PROTOCOL subcommand:

TCPIPCS PROTOCOL
Dataset: IPCS.MV21381.DUMPA
Title:  SLIP DUMP ID=TC

The address of the TSAB is: 13391BCO
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

13391C00 1 TCPSVT V2R10  1323B000 1323BOC8 O7DE 04041405 Active
13391C80 2 TCPSVT2  V2R106 00000000 00000000 O7E8 00000000 Down Stopping
13391000 3 TCPSVT1 ~ VZ2R10  12FC3000 12FC30C8 0080 94FF755F Active
13391D80 4 TCPSVT3  VZR10 00000000 00000000 0059 00000000 Down Stopping

4 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

4 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1

TCPIP Raw Control Block Analysis
Master Raw Control Block (MRCB)
MRAWCB: 7F75B048

+0000 RMRCBEYE. MRCB MRCMUTEX. 00000000 00000000 00000000
D7D60501 RSTKDOWN. 00

+0021 RSTKLNKD. 01 RDRVSTAT. 01 RSBCAST.. 00000000
RSDNTRTE. 00000000 RSRCVBUF. O00OFFFF

+0030 RSSNDBUF. 0000FFFF RDIPTOS.. 00 RDIPTTL.. 00

RIPWRQ@.. 7F61D3E8 RIPRDQE.. 7F61D3A8
+0040 RHASH@... 7F75B08C

Raw Hash Table Entries
ID First Last

9 7F5513C8 7F5513C8
15 7F712088 7F712088
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RCB ResrcID ResrcNm TpiState D

7F5513C8 00000062 OMPROUTE WLOIDLE

7F712088 00000008 TCPSVT

2 RCB(s) F
2 RCB(s) F

OUND
ORMATTED

WLOIDLE 0

estAddr

.0.0.0

129.11.208.108

Protocol
89
255

Id

TCP/IP Ana

lysis

TCPIP Main TCP Control Block (MTCB)

MTCB: 133
+0000 M

8E350
MAIN_EYE

+0008 M_TCP_LWRITE Q.....
+000C M_TCP_LREAD Q......
+0014 M_TCP_DRIVER STATE.

+0018 MT
+0028 MT

CPMTX. ..
CPAQMX. .

+0038 MTCB_LIST LOCK.....
+0048 M_PORT CEILING.....

+004C M

TPI_SEQ#

+0050 M_PORT ARRAY.......
+0054 M_LAST PORT_NUM....

TCB
Port
7F607108
0
7F60A908
0
7F608D08
0
7F617508
0
7F615108
0

7F610108
53
7F60C508
6000
7F609D08
0
7F608908
0
7F60E108
1030

30 TCB(s)

ResrcID
LuName
00000002
000083D7
00000013
00000198

00000144

0000878F

0000005C

00000049

00000012

00000063

FOUND

ResrcNm
App1Name
TCPSVT
FTPUNIX1
TCPSVT
CICSRU

INETD5

NAMED4
DHCP1
MISCSRV
TCPSVT

TCPSVT

30 TCB(s) FORMATTED

TCP MAIN
7F781868
7F781828
01

00000000 00000000 00000000 D7D60601
00000000 00000000 00000000 D7D60604
00000000 00000000 00000000 D7D60604

00000FFF
0001C62B
7F712FC8
00000445

TcpState
UserID
Closed
Listening
Listening

Listening

Listening

TimeWait
Established
Listening
Listening

Established

TpiState
WLOUNBND
WLOIDLE
WLOIDLE
WLOIDLE

WLOIDLE

WLOWIORL
WLOXFER
WLOIDLE
WLOIDLE

WLOXFER

User Datagram Protocol Control Block Summary

MUCB: 7F

7812A8

+0000 UMUCBEYE. MUCB
UDRVSTAT. 00
+0008 UOPENPRT. 00000000 UFREEPRT.
00000000 00000000 D7D60402

UAPAR...

+0020 U
00000000

. 00

DPCFG...

00000001

+0038 UDPCFG2.. 00000001

00000000

USTKDOWN.

0000FFFF

0000FFFF

+0050 UDPMIB... 00001D1F 0000531F
. 00000000 USLPBACK. 00000000
+0068 USDNTRTE. 00000000 USRCVBUF. 000OFFFF
USERIALV. 0000065F
+007C USERIAL1. 0000065F ULASTADR. 810B2068

USBCAST.

UFGPRC...

00

00

0408

0000FFFF

0000FFFF

00000000

Flagl234
00040000
00200080
00000080
08200080

00200080

80800C00
01800000
00200000
00000080

80800000

USTKLNKD.

MCBMUTEX.

00000001

00000001

00001668

USSNDBUF

ULASTPRT

UseCount

00000001

00000001

00000001

00000001

00000001

00000002

00000001

00000001

00000001

00000001

01

00000000

80000000

80000000

. OOOOFFFF

. 0043

IPAddr

0.0.

0.0.

0.0.

0.0.

0.0.

198.

198.

0.0.

0.0.

127.

0.0

0.0

0.0

0.0

0.0

11.22.103

11.25.104

0.0

0.0

0.0.1
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ULASTUCB. 7F5FD508 USERIALZ. 0000065F

ucB ResrcID ResrcNm TpiState IPAddr Port
7F5F6108 00000004 TCPSVT  WLOUNBND 0.0.0.0

7F5FCDO8 00000086 OSNMPD  WLOIDLE 127.0.0.1 161
7F5FD508 0000005E DHCP1 WLOIDLE 129.11.32.1 67

7F5FCFO8 00000055 DHCP1 WLOIDLE 198.11.25.104 1027
7F5FD308 00000058 NAMED WLOIDLE 129.11.176.87 53

7F5FD108 00000059 DHCP3 WLOIDLE 0.0.0.0 6001
7F5FC908 00000048 MISCSRV WLOIDLE 0.0.0.0 19
7F5FC708 00000047 MISCSRV WLOIDLE 0.0.0.0 19
7F5F6B08 00000017 MISCSRV WLOIDLE 0.0.0.0 7
7F5F6908 00000014 PORTMAP WLOIDLE 0.0.0.0 111

56 UCB(s) FOUND
56 UCB(s) FORMATTED

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS RAW

Use this subcommand to display the Master Raw Control Block (MRCB) and any
Raw protocol Control Blocks (RCBs) defined in the MRCB hash table.

Syntax
»>—TCPIPCS—RAW R
SUMMARY
variable_item |—DATAQ—| |—DETAILJ
(——variable_list——)—

TITLE

i |—TCP—( tcp proc name )—| |—NOTITLE—|
—[ p_proc_

tcp_index

Parameters
If no parameters are specified, all raw connections are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable list
You can repeat from 1 - 32 of the following variable parameters, each separated
by a blank space, within parentheses:

Variable parameters are:

jobname
Displays only the RCB for this job name. The job name can be a TCP/IP
application name or a stack name, and it must contain from 1-8 characters.
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RCB_address
Displays only the RCB with this address. An address is specified as 1-8
hexadecimal digits. An IPCS symbol name can be specified for an address.
If an address begins with digit a—f or A-F, prefix the address with a zero to
avoid the address being interpreted as a symbol name or as a character
string.

connection_id

Displays the RCB with this connection ID. A connection ID is specified as 1
- 8 hexadecimal digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

DATAQ
Formats RCBs which have data queued on the RECEIVE queue.

SUMMARY
Formats the MRCB contents and lists all the RCBs in one cross-reference table.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL formats the contents of the
RCBs.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS RAW subcommand
The following is sample output of the TCPIPCS RAW subcommand:

TCPIPCS RAW
Dataset: IPCS.R8A0723.RASDUMP
Title:  EZRPEOO5
The address of the TSAB is: 098221F0
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
09822230 1 TCPCS VIR5 08E85000 O8E850C8 OOLE 9FFF7E7F Active
098222B0 2 TCPCS2 VIR5 08937000 089370C8 01F6 9FFF7E7F Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/1P(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS. Index: 1
TCPIP Raw Control Block Analysis
Master Raw Control Block (MRCB)

MRAWCB: 7F407208

+0000 RMRCBEYE. MRCB RSTKLNKD. 01 RDRVSTAT. 01
+000C R6STKLNKD. 01
+000D R6DRVSTAT. 01

+0010 MRCMUTEX. 00000000 00000000 00000000 D7D6O501
RSBCAST.. 00000000 RSDNTRTE. 00660080 RSRC

+002C  RSSNDBUF. GOOOFFFF RDIPTOS.. 00 RDIPTTL.. 00
RIPWRQ@.. 7F621DA8 RIPRDQ@.. 7F621D68 RHAS

+0040 RIPGWRQE. 7F686468 RIPGRDQE. 7F686428 RGHASH@.. 7F407374

+004C RGDFFLTR. 7F781FFF FFFFFFFF FFFFFFFF  FFFFFFFF  GO3FFFFF
FFFFFFFF  FFFFFFFF  FFFFFFFF

IPv4 Raw Hash Table Entries
ID First Last

0  7F52C390 7F52C390

15 7F52C110 7F52C110
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IPv6 Raw Hash Table Entries
ID First Last
0 7F2073BC 7F2073BC

IPv4 RAW Connections

RCB ResrcID ResrcNm TpiState Protocolld DestAddr
7F52C388 00000006 TCPCS WLOIDLE 0 0.0.0.0
7F52C108 00000008 TCPCS WLOIDLE 255 0.0.0.0

IPv6 RAW Connections
RCB ResrcID ResrcNm TpiState Protocolld DestAddr
7F207208 0000000E TCPCS WLOIDLE 0 ::0

3 RCB(s) FOUND
3 RCB(s) FORMATTED

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS ROUTE

Use this subcommand to display the routing control blocks. Each routing table
entry is formatted to display the:

* Route control block address

* Device name

* Type

* Protocol

* Destination IP address

* Gateway IP address

* Physical interface control block address

Syntax
—ALL——
»»>—TCPIPCS—ROUTE |_ _| >
—(—— TCP—( tcp_proc_name )
—IPV4 |:tcp_z'ndex——l_
—IPV6
- 1QDI0——]
—PD
—PR
- QDIOACCEL—]
—RADV
—RSTAT——
—)
|—TITLE—|
|—NOTITLE—|
Parameters
ALL

Display structure of all route table information (including all active and
to-be-deleted policy-based routing tables). ALL is the default.

IPV4
All IPv4 search tree and update tree routes in the main route table.
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TCPIPCS ROUTE

IPV6
All IPv6 search tree and update tree routes in the main route table.

IQDIO
All QDIO Accelerator and HiperSockets = Accelerator search tree and update
tree routes.

PD All policy-based routing tables that are marked for deletion.

PR All search tree and update tree routes for all policy-based routing tables. Also,
list configured routes that use interfaces that are not defined in the stack and
list dynamic routing parameters for all policy-based routing tables.

QDIOACCEL
All QDIO Accelerator and HiperSockets Accelerator search tree and update tree
routes.

RADV
All IPv6 routes added based on information that was received in router
advertisement messages are displayed without regard to whether they are
currently being used in the active routing table.

RSTAT
All defined replaceable static routes are displayed without regard to whether
they are currently being used in the active routing table.

TCP, TITLE, NOTITLE
For a description of these parameters, see [“Parameters” on page 179

Rule: If you specify multiple keywords from the set {ALL, IPV4, IPV6, IQDIO, PD,
PR, QDIOACCEL, RADYV, RSTAT], all of the keywords that you specify are used.

Sample output of the TCPIPCS ROUTE subcommand
The following is sample output of the TCPIPCS ROUTE subcommand:

Dataset: IPCS.P414001.PUBDUMPA
Title:  DUMP OF TCP STACKS

The address of the TSAB is: 3A467000

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

3A467040 1 TCPSVT
3A4670C0 2 TCPSVT1
3A467140 3 TCPSVT2

VIR9 3A449000 3A4490C8 006A 97BF749F CO000000 Active
VIR9 397CD0O0O0O 397CDOC8 007B 97BF749F CO000000 Active
VIR9 38669000 386690C8 007C 97BF749F CO000000 Active

3 defined TCP/IP(s) were found
3 active TCP/IP(s) were found

3 TCP/IP(s) for CS

V1IR9 found

Analysis of Tcp/Ip for TCPSVT. Index: 1

TCPIP Route Analysis

Replaceable Static Routes Configured

IPv4 Route Table Name=EZBMAIN 1ID=0 Ref=0 Flags=08000000

Rtioct1@ LinkName

7F453150 LOGETH2

IP Addresses

Destination: 174.33.84.237
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7F452BBO  LOGETH2

IPv6 Route Table Name=EZBMAIN

Rtiocl1t6@ InterfaceName

Gateway 0.0.0.0
Destination: 197.0.0.0
Gateway 174.33.84.237

ID=0 Ref=0 Fl1ags=08080000

IP Addresses

Destination: 2000:176:11:48::237
Gateway : 0

IPv6 Router Advertisement Routes

IPv6 Route Table Name=EZBMAIN

ID=0 Ref=0 F1ags=08080000

Routes in IPv4 Route Tables

IPv4 Route Table Name=EZBMAIN

Routes in Search Table

LinkName

ID=0 Ref=0 F1ags=08000000

IP Addresses

7DCABB50

7DFC25D0

7DCABE90

7DCABCFO

7F453350

7FA52E70

LOGETH2

LOGETHB

LOGETH2

LOGETHB

LOGETH2

LOGETH2

Routes in Update Table

LinkName

Destination:
Subnet Mask:
Gateway

Destination:
Subnet Mask:
Gateway

Destination:
Subnet Mask:
Gateway

Destination:
Subnet Mask:
Gateway
Destination:
Subnet Mask:
Gateway

Destination:
Subnet Mask:
Gateway

IP Addresses

174.
255.

197.
255.

2 174,

.77.232.1
.255.255.255
.33.84.237
.77.232.1
.255.255.255
.33.84.237
.77.230.1
.255.255.255
.33.84.237
.77.230.1
.255.255.255
1 174,

33.84.237
33.84.237
255.255.255

.0.0

0.0.0
0.0.0
33.84.237

7DCABB50

7DFC25D0

7DCABE9O

7F453350

7FA452E70

LOGETH2

LOGETHB

LOGETH2

LOGETH2

LOGETH2

Type/State Protocol Pif@
Host OSPF 7F850490
Active

Host OSPF 7F850090
Active

Host OSPF 7F850490
Active

Host 0SPF 7F850090
Active

Host Configuration  7F850490
Active

Subnetwork Configuration  7F850490
Active

Type/State Protocol Pif@
Host OSPF 7F850490
Active

Host OSPF 7F850090
Active

Host 0SPF 7F850490
Active

Host Configuration  7F850490
Active

Subnetwork Configuration  7F850490
Active

Destination:
Subnet Mask:
Gateway
Destination:
Subnet Mask:
Gateway
Destination:
Subnet Mask:
Gateway
Destination:
Subnet Mask:
Gateway
Destination:
Subnet Mask:
Gateway

Routes in IPv6 Route Tables

IPv6 Route Table Name=EZBMAIN

Routes in Search Table
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7DCA7730

7EBFB450

7EBFB2B0O

7EB95EDO

7F4528D0

InterfaceName Type/State Protocol Pife@ IP Addresses

LV60GETH2 Host OSPF 7F454650 Destination: fec0:197:11:104::20
Active Prefix : 124
Gateway : fe80::11:176:50:104
LV6IUTIQDOO Host Configuration  7F455250 Destination: fe80::2440:ff:f10c:2
Active Prefix : 128
Gateway ::0
LV6IUTIQDO2 Host Configuration  7F4567F0 Destination: fe80::2440:2ff:f10c:42
Active Prefix : 128
Gateway ::0
EZ6SAMEMVS Host Configuration 7EB91010 Destination: fe80::11:199:80:104
Active Prefix : 128
Gateway ::0
LV60GETH2 Host Configuration  7F454650 Destination: 2000:176:11:48::237
Active Prefix . 128
Gateway : 020

Routes in Update Table

Rte@ InterfaceName Type/State Protocol Pife IP Addresses
7DCA7730 LV60OGETH2 Host 0SPF 7F454650 Destination: fec0:197:11:104::20
Active Prefix : 124
Gateway : fe80::11:176:50:104
7EBFB450 LV6IUTIQDOO Host Configuration  7F455250 Destination: fe80::2440:ff:f10c:2
Active Prefix . 128
Gateway : ::0
7EBFB2BO LV6IUTIQDO2 Host Configuration 7F4567F0 Destination: fe80::2440:2ff:f10c:42
Active Prefix : 128
Gateway ::0
7F4528D0 LV60GETH2 Host Configuration  7F454650 Destination: 2000:176:11:48::237
Active Prefix : 128
Gateway : 020

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS SOCKET

Use this subcommand to display information from TCP/IP socket control blocks.

Syntax
»>—TCPIPCS—SOCKET R
SUMMARY
L( * [ ] )J
variable iten— | Lperar—
(——variable_list—1—)—
TITLE

e I Lyorrmie ! )
— p_proc_name ) NOTITLE
_[tcp_index——l_

Parameters
If no parameters are specified, all sockets are summarized.

* An asterisk is used as a placeholder if no variable parameters are specified.
variable item

Any one of the following variable parameters.
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variable list
You can repeat from 1-32 of the following variable parameters, each separated
by a blank space, within parentheses:

SCB_address
Displays only the socket control block (SCB) with this address. An address
is specified as 1-16 hexadecimal digits. An IPCS symbol name can be
specified for an address. If an address begins with digit a—f or A-F, prefix
the address with a zero to avoid the address being interpreted as a symbol
name or as a character string.

connection_id
Displays the SCB with this connection ID. A connection ID is specified as
1-8 hexadecimal digits.

In addition to the variable parameters described above, the following keyword
parameters can be specified:

SUMMARY
Summarizes the sockets. SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL formats the contents of the
SCBs.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS SOCKET subcommand
The following is sample output of the TCPIPCS SOCKET subcommand:

TCPIPCS SOCKET

226

Dataset: IPCS.MV21381.DUMPA

Title:  SLIP DUMP ID=TC

The address of the TSAB is: 13391BCO

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
13391C00 1 TCPSVT V2R10  1323B000 1323BOC8 O7DE 04041405 Active
13391C80 2 TCPSVT2  V2R10 00000000 00000000 O7E8 00000000 Down Stopping

13391060 3 TCPSVT1 ~ V2R10  12FC3000 12FC30C8 0080 94FF755F Active
13391D80 4 TCPSVT3  VZR10 00000000 00000000 0059 00000000 Down Stopping

4 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

4 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1
TCPIP Socket Analysis

SCB CID Protocol SockOpts ScbFlags ResrcNm
0000000112D42120 00000008 RAW 00000000 00280000 TCPSVT
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0000000112D422A0 00000008 UDP 00000000 00280000 TCPSVT

0000000112D42420 0000000C TCP 00020000 C0280000 TCPSVT
0000000112D425A0 00000OOE UDP 00000000 00280000 TCPSVT
0000000112D42720 0000000F TCP 00000000 BO28000O TCPSVT
0000000112D428A0 00000010 TCP 00020000 90280000 TCPSVT
0000000112D42A20 00000067 TCP 08000000 90280000 OMPROUTE
0000000112D42BA0 00000012 TCP 00400000 C0000000 TCPSVT
0000000112D42D20 00000013 TCP 00400000 C0000000 TCPSVT
0000000112D42EAO 00000014 UDP 00000000 80280000 PORTMAP
0000000112D43020 00000015 TCP 00000000 CO280000 PORTMAP
0000000112D44FAO0 00000058 TCP 00000000 COOO0000 DHCP3
0000000112D45120 00000059 UDP 00000000 80280000 DHCP3
0000000112D452A0 0000005A TCP 00400000 C0280000 NAMED
0000000112D45420 00000058 UDP 00400000 80280000 NAMED

79 Socket control blocks were found
79 Socket control blocks were formatted

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS STATE

Use this subcommand to provide an overall view of TCP/IP. The following
information is displayed:

¢ Major control block addresses
* Subtasks

 Storage usage

* Dispatchable units

e Trace

* Configuration

Syntax
»»—TCPIPCS—STATE L_ _J >
TCP—(—[tcp _proc_name )
ALL— tcp_index——l_
(— B )
CONFIG—
DUCB—
SNMP——
TRACE—
TITLE
i e
Lyorrrie
Parameters
ALL
Display all state information. ALL is the default.
CONFIG
Display only configuration state information.
DUCB

Display only DUCB state information.
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SNMP
Display only SNMP and CONFIG information. (SNMP information makes
sense only in the context of the configuration, so the configuration information
is also displayed.)

TRACE
Display only trace state information.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {ALL, CONFIG, DUCB,
SNMP, TRACE}, all of the keywords that you specify are used.

Sample output of the TCPIPCS STATE subcommand
The following is sample output of the TCPIPCS STATE subcommand:

Dataset: IPCS.X370812.TRAKOOO6.STEP2B.DUMP

Title:  TRAK00O6 STEP1

The address of the TSAB is: 15137000

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
15137040 1 TCPCS VIR8 14F5A000 14F5A0C8 0030 9FFF767F 00000000 Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS VIR8 found

Analysis of Tcp/Ip for TCPCS. Index: 1
TCPIP State

TCPIP Status:

Procedure: TCPCS

Version: V1R8

Status: Active

Asid: 0030

Started: 2005/08/24 16:21:15

Ended: 2005/08/24 16:38:29

Active: 00:17:13.628105 hours
Major Control Blocks

TSEB: 15137040 TSDB: 14F5A000

TSDX: 14F5A0C8 TCA: 15A59418

ITCVT: 14F5A398 ITSTOR: 14F5A608

DUAF: 14F56018 MRCB: 7F41DOFO

MTCB: 15C6D2F8 MUCB: 7F3F30F0

IPMAIN: 14E67398 Streams_root: 7F5DAD10

TosMains: 15AA3C48 MIB2: 15A59258

CdCb: 15098260 User: 15DAC000

Conf: 15A56A98 Stks: 15D981A0

IPMAING: 15AA3848
TCPIP Subtasks
Task Tch FirstRB  EotECB StopEcb  CmpCode  RsnCode  RTWA
EZBTCPIP 008FF2A0 008FF218 808FD2D0 00000000 00000000 00000000
EPWPITSK ©OO8E4E88 008DCO88 00000000 00000000 00000000 00000000

EZBITTUB OO8E4CFO 0O08EB340 00000000 808DC198 00000000 00000000 00000000
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EZACDMSM 008DE088 008FF4A8 00000000 808FF4A8 00000000 00000000 00000000
EZBIPSUB 008E4B58 008DC110 00000000 808DC110 00000000 00000000 00000000
EZBIEOER 008E47D8 008E4710 008FF218 808E4710 940C4000 00000004 00000000

EZBTLMST 008E4578 008E44D0 008FF218 00000000 00000000 00000000
EZACFMMN 008E4240 008E41B8 808FF218 808E41B8 00000000 00000000 00000000
EZBTZMST 008EB470 008E4038 008FF218 00000000 00000000 00000000
EZBTTSSL 0O8DED90 OO8DEDO8 808E4038 00000000 00000000 00000000
EZBTMCTL OO8DEA78 0O8DEF68 808E4038 00000000 00000000 00000000
EZACFALG OO8DESEO 008DE858 808FF218 00000000 00000000 00000000

EZASASUB 008DCE88 008DEC70 808FF218 808DEC70 00000000 00000000 00000000

Storage Cache Information

Total CSA Allocated: 7,705,448
Tcp/ip CSA Limit: 2,147M
Total CSA Elements: 59
Cache Delay: 210 seconds
Scan Delay: 75 seconds
Total cache allocated: 91,688
Total cache elements: 8
Total freed elements: 0
Last cache scan time: 2005/08/24 20:37:12
CSM Status
ECSA Storage: 0K
Data Space Storage: 0K
Fixed Storage: 0K
Alet: 01FF0014 Dspname: CSM64001
Alet: 00000000 Dspname: ........

Dispatchable Unit Status

DUCB Initializations: 11,741
DUCB Expansions: 769
Percent DUCB expansions: 6 %
Last DUCB scan time: 2005/08/24 20:34:24

1 DUAT control block(s) were found in the DUAF at 14F56018
124 Dispatchable units were found.
No DUs indicate abend.

CTrace Status:
Member Name : CTIEZBNO
Buffer Size : 4,194,304
Options : Init Opcmds Opmsgs Socket AFP XCF Access PFS
API Engine Queue RAW UDP TCP ICMP ARP ND CLAW
LCS Internet Message WorkUnit Config SNMP
IOCTL FireWall VtamData TelnVtam Telnet Vtam

Asid List : ()
JobNameList : ()
PortList : ()
IpAddrList : ()
Xwriter : Disconnected
Dwriter : Disconnected

Trace Count : 25,553
Lost Count H

Lost Time : 2005/08/24 20:21:16
Wrap Count : 1
Wrap Time : 2005/08/24 20:36:05

Device Interface: 7F5DC410
Device: LOOPBACK Devtype: LOOPBACK State: Active
Address: #*#*x #%*x

Physical Interface: 7F5DA230
Name: LOOPBACK Protocol: LOOPBACK State: Active
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NetNum: @ QueSize: 0 Bytein: 13,554
Index: 2
Bsd Routing Parameters:
MtuSize: 0
SubnetMask: 0.0.0.0
SNMP Input Counters:

Byteout: 13,554

Metric: 0
DestAddr: 0.0.0.0

Octets: 13,554 Unicast: 214
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 0 Multicast: 0
SNMP Output Counters:
Octets: 13,554 Unicast: 214
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 0
IPv4 Search Patricia tree Address: 7F55CF10

Search Ptree Reader Count: 0

Route: 7F5DC270

Name: LOOPBACK Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 127.0.0.1
Protocol : Configuration Gate: 0.0.0.0
Mtu Size: 65535 Ref Cnt: 4 Tos: O
Metricl: 0 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/24 20:21:19
IPv6 Search Patricia tree Address: 7F55C370
Search Ptree Reader Count: 0
Logical Interface: 7F55C110
Name: LOOPBACK Protocol: LOOPBACK State: Active
Subnet Mask: 255.255.255.255 Addr: 127.0.0.1
Mtu Size: 65535
Physical Interface: 7F3E2510
Name: LOOPBACK6 Protocol: LOOPBACK6 State: Active
NetNum: @ QueSize: 0 Bytein: 0 Byteout: 0
Index: 3
Bsd Routing Parameters:
MtuSize: 0 Metric: 0O

SubnetMask: 0.0.0.0
SNMP Input Counters:

DestAddr: 0.0.0.0

Octets: 0 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 0 Multicast: 0
SNMP Qutput Counters:
Octets: 0 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 0
IPv4 Search Patricia tree Address: 7F55CF10
Search Ptree Reader Count: 0
IPv6 Search Patricia tree Address: 7F55C370
Search Ptree Reader Count: 0
Route: 7F3B4730
Name: LOOPBACK6 Type: Host State: Active
Subnet Prefix: 128 Addr: ::1
Protocol : Configuration Gate: ::0
Mtu Size: 65535 Ref Cnt: 0 Tos: 0
Metricl: 0 Meric2: -1
Metric3: -1 Metric4d: -1
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Metrich: -1

Logical Interface: 7F3B4A90
Name: LOOPBACK6
Subnet Prefix:
Mtu Size: 65535

128

Device Interface: 7F271410
Device: VIPA16
Address: %% #xxx

Physical Interface: 7F3E2D10
Name: VIPAl6

Index: 5
Bsd Routing Parameters:
MtuSize: 0O
SubnetMask: 0.0.0.0
SNMP Input Counters:

Devtype: VIRTual

Protocol:
NetNum: 0 QueSize: O Bytein: 0

Age: 2005/08/24 20:21:23

Protocol: LOOPBACKG6 State: Active

Addr: ::1

State: Active

VIRTUAL6 State: Active

Byteout: 0

Metric: 0
DestAddr: 0.0.0.0

Octets: 0 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: O Multicast: 0
SNMP Qutput Counters:
Octets: 0 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 0
IPv4 Search Patricia tree Address: 7F55CF10
Search Ptree Reader Count: 0
IPv6 Search Patricia tree Address: 7F55C370
Search Ptree Reader Count: 0
Route: 7F3D32B0O
Name: VIPA16 Type: Host State: Active
Subnet Prefix: 128 Addr: 50c9:c2d4::a:9:42:130:161
Protocol : Configuration Gate: ::0
Mtu Size: 65535 Ref Cnt: 0 Tos: O
Metricl: 0 Meric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/24 20:21:23

Logical Interface: 7F2791A8
Name: VIPA16
Subnet Prefix: 0
Mtu Size: 65535

Device Interface: 7F26F410
Device: IUTSAMEH
Address: x*x* *%xx%

SAP:

UserID: 10010000
Data@: 85B99378
State: Unknown

Physical Interface: 7F3E3110
Name: IUTSAMEH6

NetNum: 0 QueSize: O Bytein: 0

Index: 7
Bsd Routing Parameters:
MtuSize: 0
SubnetMask: 0.0.0.0

Devtype: MPCPTP

Protocol: VIRTUALG6 State: Active
Addr: 50c9:c2d4::a:9:42:130:161

State: Setup

TransId: 00010140 ProviderId: 00010148
ReqSignal@: 85B99378 RspSignal@: 85B99378
Retry:

0 Restart: 0 Xstatus: 0
Protocol: MPCPTP6 State: Inactive
Byteout: 0

Metric: 0O
DestAddr: 0.0.3.232
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SNMP Input Counters:

Octets: 0 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 0 Multicast: 0
SNMP Output Counters:
Octets: 0 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 0
IPv4 Search Patricia tree Address: 7F55CF10
Search Ptree Reader Count: 0
IPv6 Search Patricia tree Address: 7F55C370
Search Ptree Reader Count: 0
Route: 7F2697F0
Name: IUTSAMEH6 Type: Host State: Inactive
Subnet Prefix: 128 Addr: fe80::b47d:2e3f:c8c2:9117
Protocol : Configuration Gate: ::0
Mtu Size: 65535 Ref Cnt: 0 Tos: O
Metricl: 0 Meric2: -1
Metric3: -1 Metricd: -1
Metrichs: -1 Age: 2005/08/24 20:21:23
Route: 7F3D6448
Name: IUTSAMEH6 Type: Host State: Inactive
Subnet Prefix: 128 Addr: fec0::42:105:75:161
Protocol : Configuration Gate: ::0
Mtu Size: 65535 Ref Cnt: 0 Tos: 0
Metricl: © Meric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/24 20:21:23
Logical Interface: 7F269ADO
Name: IUTSAMEH6 Protocol: MPCPTP6 State: Inactive
Subnet Prefix: 128 Addr: fe80::b47d:2e3f:c8c2:9117
Mtu Size: 65535
Logical Interface: 7F27A100
Name: IUTSAMEH6 Protocol: MPCPTP6 State: Inactive
Subnet Prefix: 0 Addr: fec0::42:105:75:161
Mtu Size: 65535
Device Interface: 7F26E410
Device: 0SAQDIOZ2 Devtype: MPCIPA State: Active
Address: ***x x*x%x*%
SAP:
UserID: 10020000 TransId: 00010141 ProviderId: 00010145
Data@: 94EE174C ReqSignal@: 85B99378 RspSignal@: 85B99378
State: Unknown Retry: 0 Restart: 0 Xstatus: 0
Connection 2:
UserID: 00000000 ProviderId: 90020001
Data@: 00000000 ReqgSignal@: 00000000 RspSignal@: 00000000
State: Reset Tinknum: 00 flags 00
Physical Interface: 7F3E3510
Name: O0SAQDIO26 Protocol: IPAQENET6 State: Active
NetNum: O QueSize: 0 Bytein: 1,008 Byteout: 1,304
Index: 9
Bsd Routing Parameters:
MtuSize: 0 Metric: 0
SubnetMask: 0.0.0.0 DestAddr: 0.0.3.232
SNMP Input Counters:
Octets: 1,008 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 0 Multicast: 6

SNMP Qutput Counters:

232  z/0S V2R1.0 Communications Server: IP Diagnosis Guide



Octets:
NonUnicast:
Error:
Broadcast:

IPv4 Search Patricia tree

1,304 Unicast:
0 Discarded:
0 Queue Len:
0 Multicast: 1

[N o NN

Address: 7F55CF10

Search Ptree Reader Count: 0

IPv6 Search Patricia tree

Address: 7F55C370

Search Ptree Reader Count: 0

Route: 7F24D270
Name: 0SAQDI026
Subnet Prefix: 128

State: Active
fe80::9:6b00:f71a:422

Type: Host
Addr:

Protocol : Configuration Gate: ::0

Mtu Size: 9000 Ref Cnt: 0 Tos: 0

Metricl: 0 Meric2: -1

Metric3: -1 Metric4: -1

Metrich: -1 Age: 2005/08/24 20:21:23

Route: 7F1C2090

Name: O0SAQDIO26 Type: Host State: Active
Subnet Prefix: 128 Addr: 50c9:c2d4::1:9:42:105:153
Protocol : Configuration Gate: ::0

Mtu Size: 9000 Ref Cnt: 0 Tos: O

Metricl: 0 Meric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/24 20:21:27

Route: 7F1DOBBO

Name: O0SAQDIO26
Subnet Prefix: 64
Protocol : ICMP
Mtu Size: 9000
Metricl: 0
Metric3: -1
Metrich: -1
Route: 7F1D0830
Name: O0SAQDIO26
Subnet Prefix: 64
Protocol : ICMP
Mtu Size: 9000
Metricl: 0
Metric3: -1
Metrich: -1

Logical Interface: 7F24D550
Name: 0SAQDI026
Subnet Prefix: 128
Mtu Size: 9000

Logical Interface: 7F3B4190
Name: O0SAQDIO26
Subnet Prefix: 0
Mtu Size: 9000

Device Interface: 7F26D410
Device: 0SAQDIO4
Address: ***x **%x*%

SAP:

UserID: 10030000
Data@: 94EE174C
State: Unknown

Connection 2:

Devtype: MPCIPA

Type: Direct State: Active
Addr: 50c9:c2d4::1:0:0:0:0
Gate: ::0

Ref Cnt: 0 Tos: O

Meric2: -1

Metricd: -1

Age: 2005/08/24 20:21:25

Type: Direct State: Active
Addr: 50c9:c2d4::1a:0:0:0:0
Gate: ::0

Ref Cnt: 0 Tos: 0

Meric2: -1

Metricd: -1

Age: 2005/08/24 20:21:25

Protocol: IPAQENET6 State: Active

Addr: fe80::9:6b00:f71a:422

Protocol: IPAQENET6 State: Active
Addr: 50c9:c2d4::1:9:42:105:153

State: Active

TransId: 00010142 ProviderId: 00010146
ReqSignal@: 85B99378 RspSignal@: 85B99378
Retry:

0 Restart: 0 Xstatus: 0

UserID: 00000000 ProviderId: 90030001
Data@: 00000000 ReqgSignal@: 00000000 RspSignal@: 00000000
State: Reset Tinknum: 00 flags 00
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Physical Interface: 7F3E3910
Name: 0SAQDIO46

Index: 11
Bsd Routing Parameters:
MtuSize: 0
SubnetMask: 0.0.0.0
SNMP Input Counters:
Octets:
NonUnicast:
Error:
Broadcast:
SNMP Output Counters:
Octets:
NonUnicast:
Error:
Broadcast:

IPv4 Search Patricia tree

Search Ptree Reader Count:

IPv6 Search Patricia tree

Protocol: IPAQENET6
NetNum: 0 QueSize: 0 Bytein: 3,120

State: Active
Byteout: 1,444

Metric: 0
DestAddr: 0.0.3.232

3,120 Unicast:
0 Discarded:
0 Unkn Type:
0 Multicast:

1,444 Unicast:

0 Discarded:

0 Queue Len:

0 Multicast:

Address: 7F55CF10
0

Address: 7F55C370

Search Ptree Reader Count: 0

Route: 7F2214E8

Name: OSAQDIO46 Type: Host State: Active
Subnet Prefix: 128 Addr: fe80::9:6b01:fla:684
Protocol : Configuration Gate: ::0
Mtu Size: 1500 Ref Cnt: 0 Tos: 0
Metricl: 0 Meric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/24 20:21:24

Route: 7F1C7A10

Name: O0SAQDIO46 Type: Host State: Active
Subnet Prefix: 128 Addr: 50c9:c2d4::9:42:105:75
Protocol : Configuration Gate: ::0

Mtu Size: 1500 Ref Cnt: 0 Tos: O

Metricl: 0 Meric2: -1

Metric3: -1 Metric4: -1

Metrich: -1 Age: 2005/08/24 20:21:29

Name: OSAQDIO46
Subnet Prefix: 64

Route: 7F3D3730
Type: Direct State: Active
Addr: 50c9:c2d4::0

Protocol : Configuration Gate: ::0

Mtu Size: 1492 Ref Cnt: 0 Tos: 0
Metricl: 0 Meric2: -1

Metric3: -1 Metricd: -1

Metric5: -1 Age: 2005/08/24 20:21:23

Route: 7F1C7870
Name: OSAQDIO46
Subnet Prefix: 64
Protocol . ICMP
Mtu Size: 1500
Metricl: 0
Metric3: -1
Metrich: -1

Route: 7F3D3590
Name: OSAQDIO46

Type: Direct State: Active
Addr: 50c9:c2d4::a2:0:0:0:0
Gate: ::0

Ref Cnt: 0 Tos: 0

Meric2: -1

Metricd: -1

Age: 2005/08/24 20:21:29

Type: Default State: Active

oo onN

[N o R RE

Subnet Prefix: 0 Addr: ::0

Protocol : Configuration Gate: 50c9:c2d4::206:2aff:fe71:4400
Mtu Size: 1492 Ref Cnt: 0 Tos: O

Metricl: 1 Meric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/24 20:21:23
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Logical Interface: 7F2217C8
Name: OSAQDIO46
Subnet Prefix:
Mtu Size: 1500

Logical Interface: 7F3B4050

Name: O0SAQDIO46
Subnet Prefix: 0
Mtu Size: 1500

128

Protocol: IPAQENET6 State: Active

Addr: fe80::9:6b01:fla:684

Protocol: IPAQENET6 State: Active
Addr: 50c9:c2d4::9:42:105:75

Device Interface: 7F26C410
Device: 0SAQDIO7
Address: ***xx x**x*%

SAP:

UserID: 10040000
Data@: 94EE174C
State: Unknown

Connection 2:

UserID: 00000000 Providerld

Data@: 00000000 ReqSignal@:

State: Reset Tinknum

Physical Interface: 7F3E3D10
Name: OSAQDIO76

NetNum: © QueSize: O Bytein: 3,120

Index: 13
Bsd Routing Parameters:
MtuSize: 0O
SubnetMask: 0.0.0.0
SNMP Input Counters:

Devtype: MPCIPA

State: Active

TransId: 00010143 ProviderId: 00010147
ReqSignal@: 85B99378 RspSignal@: 85B99378
Retry:

0 Restart: 0 Xstatus: 0
: 90040001
00000000 RspSignal@: 00000000
: 00 flags 00
Protocol: IPAQENET6 State: Active

Byteout: 1,430

Metric: 0
DestAddr: 0.0.3.232

Octets: 3,120 Unicast: 3
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 0 Multicast: 18
SNMP Output Counters:
Octets: 1,430 Unicast: 3
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 11
IPv4 Search Patricia tree Address: 7F55CF10
Search Ptree Reader Count: 0
IPv6 Search Patricia tree Address: 7F55C370
Search Ptree Reader Count: 0
Route: 7F1C7C90
Name: O0SAQDIO76 Type: Host State: Active
Subnet Prefix: 128 Addr: 50c9:c2d4::9:42:105:85
Protocol : Configuration Gate: ::0
Mtu Size: 1500 Ref Cnt: 0 Tos: 0
Metricl: 0 Meric2: -1
Metric3: -1 Metric4d: -1
Metrich: -1 Age: 2005/08/24 20:21:28

Route: 7F1C26F0
Name: OSAQDIO76
Subnet Prefix: 64
Protocol . ICMP
Mtu Size: 1500
Metricl: 0
Metric3: -1
Metrich: -1

Route: 7F21B190
Name: OSAQDIO76

Subnet Prefix: 128

Type: Direct State: Active
Addr: 50c9:c2d4::a2:0:0:0:0
Gate: ::0
Ref Cnt: 0
Meric2: -1
Metric4d: -1
Age: 2005/08/24 20:21:26

Tos: 0

State: Active
fe80::9:6b00:151a:594

Type: Host
Addr:
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Protocol : Configuration Gate: ::0

Mtu Size: 1500 Ref Cnt: 1 Tos: 0
Metricl: 0 Meric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/24 20:21:24

Logical Interface: 7F21B470
Name: OSAQDIO76 Protocol: IPAQENET6 State: Active
Subnet Prefix: 128 Addr: fe80::9:6b00:151a:594
Mtu Size: 1500

Logical Interface: 7F3D38D0
Name: O0SAQDIO76 Protocol: IPAQENET6 State: Active
Subnet Prefix: 0 Addr: 50c9:c2d4::9:42:105:85
Mtu Size: 1500

No IPv4 Lan Groups

IPv6 LAN Group Summary
LanGroup: 1 7F1C24B0

IntfName IntfStatus NDOwner VipaOwner

0SAQDIO76 Active 0SAQDIO76 Yes

0SAQDIO046 Active 0SAQDI046 No
LanGroup: 2 7F26F030

IntfName IntfStatus NDOwner VipaOwner

0SAQDIO026 Active 0SAQDIO26 Yes

Analysis of Tcp/Ip for TCPCS completed

Dataset: IPCS.X370812.TRAKO0O4.STEP2.DUMP

Title:  TRAKOOO4 BEFORE

The address of the TSAB is: 1524C000

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
1524C040 1 TCPCS VIR8 1500E000 1500EQC8 0030 9FFF767F 00000000 Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS VIR8 found

Analysis of Tcp/Ip for TCPCS. Index: 1
TCPIP State

TCPIP Status:

Procedure: TCPCS

Version: V1R8

Status: Active

Asid: 0030

Started: 2005/08/23 13:49:24
Ended: 2005/08/23 15:01:12
Active: 01:11:47.721301 hours

Major Control Blocks
TSEB: 1524C040 TSDB: 1500E000
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TSDX: 1500E0C8 TCA: 15B6B418

ITCVT: 1500E398 ITSTOR: 1500E608

DUAF: 1506B018 MRCB: 7FA4FOFO

MTCB: 15BB5B08 MUCB: 7F4250F0

IPMAIN: 1505D398 Streams_root: 7F604D10

TosMains: 15BB5948 MIB2: 15B6B078

CdChb: 15D83510 User 15EC2000

Conf: 15BB53C8 Stks 15D83450
TCPIP Subtasks
Task Tch FirstRB  EotECB StopEcb  CmpCode  RsnCode  RTWA
EZBTCPIP 0©O08FF2A0 008FF218 808FD2(C8 00000000 00000000 00000000
EPWPITSK ©OO8E4E88 008DC110 00000000 00000000 00000000 00000000
EZBITTUB ©OO8E4ACFO 008EB340 00000000 808DC198 00000000 00000000 00000000
EZACDMSM 008E4B58 008FF4A8 00000000 808FF4A8 00000000 00000000 00000000
EZBIPSUB 008E49CO 0OO8EB608 00000000 808DCO88 00000000 00000000 00000000
EZBIEOER 008E4720 008E4698 008FF218 808E4698 940C4000 00000004 00000000
EZBTLMST 008E4500 008E4478 008FF218 00000000 00000000 00000000
EZACFMMN 0O8E41E8 008E4160 808FF218 808E4160 00000000 00000000 00000000
EZBTZMST 0O8EB470 O0O8E43E® 008FF218 00000000 00000000 00000000
EZBTTSSL 008DCD90 008DCDO8 8O8E43E0 00000000 00000000 00000000
EZBTMCTL ©08DCA78 008DCF68 80O8E43E0 00000000 00000000 00000000
EZACFALG 008DC8BEO 008DC858 808FF218 00000000 00000000 00000000
EZASASUB 0©O8DEE88 008DCC70 808FF218 808DCC70 00000000 00000000 00000000
Storage Cache Information

Total CSA Allocated: 7,703,656

Tcp/ip CSA Limit: 2,147M

Total CSA Elements: 47

Cache Delay: 300 seconds

Scan Delay: 120 seconds

Total cache allocated: 91,760

Total cache elements: 9

Total freed elements: 0

Last cache scan time: 2005/08/23 18:59:41
CSM Status

ECSA Storage:

Data Space Storage:

Fixed Storage:
Alet: 01FF0014 Dspname: CSM64001
Alet: 00000000 Dspname: ........

Dispatchable Unit Status
DUCB Initializations: 64,057
DUCB Expansions:
Percent DUCB expansions: 5%
Last DUCB scan time: 2005/08/23 19:00:44

1 DUAT control block(s) were found in the DUAF at 1506B018
124 Dispatchable units were found.
No DUs indicate abend.

CTrace Status:

Member Name
Buffer Size
Options

Asid List
JobNamelList
PortList
IpAddrList
Xwriter
Dwriter

: CTIEZBNO

: 4,194,304

: Init Opcmds Opmsgs Socket AFP XCF Access PFS
API Engine Queue RAW UDP TCP ICMP ARP ND CLAW
LCS Internet Message WorkUnit Config SNMP
IOCTL FireWall VtamData TelnVtam Telnet Vtam

: Disconnected
: Disconnected
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Trace Count : 409,675

Lost Count : 2
Lost Time : 2005/08/23 17:49:25
Wrap Count : 35
Wrap Time : 2005/08/23 18:59:56

Device Interface: 7F607410
Device: LOOPBACK Devtype: LOOPBACK State: Active
Address: ***x x*%x*%

Physical Interface: 7F604230

Name: LOOPBACK Protocol: LOOPBACK State: Active
NetNum: 0 QueSize: 0 Bytein: 43,385 Byteout: 43,385
Index: 2
Bsd Routing Parameters:
SubnetMask: 0.0.0.0 DestAddr: 0.0.0.0
SNMP Input Counters:
Octets: 43,385 Unicast: 677
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 0 Multicast: 0
SNMP Qutput Counters:
Octets: 43,385 Unicast: 677
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 0

IPv4 Search Patricia tree Address: 7F58EF70
Search Ptree Reader Count: 0

Route: 7F607270

Name: LOOPBACK Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 127.0.0.1

Protocol : Configuration Gate: 0.0.0.0

Mtu Size: 65535 Ref Cnt: 5 Tos: O

Metricl: 0 Metric2: -1

Metric3: -1 Metric4: -1

Metrich: -1 Age: 2005/08/23 17:49:28

Logical Interface: 7F58E110
Name: LOOPBACK Protocol: LOOPBACK State: Active
Subnet Mask: 255.255.255.255 Addr: 127.0.0.1
Mtu Size: 65535

Device Interface: 7F3DF410

Device: IUTSAMEH Devtype: MPCPTP State: Setup
Address: #%**x *xxx
SAP:

UserID: 10010000 TransId: 00010130 ProviderId: 00010136
Data@: 83BED5E®  ReqSignal@: 83BED5E® RspSignal@: 83BED5EO

State: Unknown Retry: 0 Restart: 0 Xstatus: 0
Physical Interface: 7F414510
Name: LSAMEH Protocol: MPCPTP State: Inactive
NetNum: @ QueSize: 0 Bytein: 0 Byteout: 0
Index: 4
Bsd Routing Parameters:
MtuSize: 576 Metric: 0
SubnetMask: 255.0.0.0 DestAddr: 0.0.0.0
SNMP Input Counters:
Octets: 0 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 0 Multicast: 0
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SNMP Qutput Counters:

Octets: 0 Unicast: 0
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 0
IPv4 Search Patricia tree Address: 7F58EF70
Search Ptree Reader Count: 0
Route: 7F4082E8
Name: LSAMEH Type: Host State: Inactive
Subnet Mask: 255.255.255.255 Addr: 10.1.0.161
Protocol : Configuration Gate: 0.0.0.0
Mtu Size: 65535 Ref Cnt: 0 Tos: 0
Metricl: 0 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 17:49:32

Logical Interface: 7F3DF090
Name: LSAMEH Protocol: MPCPTP State: Inactive
Subnet Mask: 255.255.255.255 Addr: 10.1.0.161
Mtu Size: 65535

Device Interface: 7F3DD410
Device: 0SAQDIO2 Devtype: MPCIPA State: Active
Address: #*x** *x*x*
SAP:
UserID: 30040000 TransId: 00010145 ProviderId: 00010147
Data@: 9500474C ReqSignal@: 83BED5EO RspSignal@: 83BED5EO
State: Unknown Retry: 0 Restart: 0 Xstatus: 0
Connection 2:
UserID: 00000000 ProviderId: 90040001
Data@: 00000000 ReqgSignal@: 00000000 RspSignal@: 00000000

State: Reset Tinknum: 00 flags 00
Physical Interface: 7F414910
Name: LOSAQDIO02 Protocol: IPAQENET State: Active
NetNum: © QueSize: O Bytein: 297,780 Byteout: 32,736
Index: 6
Bsd Routing Parameters:
MtuSize: 576 Metric: 1

SubnetMask: 255.255.255.128 DestAddr: 0.0.0.0
SNMP Input Counters:

Octets: 297,780 Unicast: 6
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 66 Multicast: 2,027
SNMP Qutput Counters:
Octets: 32,736 Unicast: 10
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 218

IPv4 Search Patricia tree Address: 7F58EF70
Search Ptree Reader Count: 0

Route: 7F66ECDO

Name: LOSAQDIO2 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.130.173

Protocol : OSPF Gate: 9.42.105.139

Mtu Size: 576 Ref Cnt: 0 Tos: 0

Metricl: 2 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:31:15
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Route: 7F66E990
Name: LOSAQDIO2

Subnet Mask: 255.255.255.255 Addr:

Protocol : OSPF
Mtu Size: 576
Metricl: 2
Metric3: -1
Metrich: -1

Route: 7F66EE70
Name: LOSAQDIO2

Type: Host

9.42.130.134
Gate: 9.42.105.158

Ref Cnt: 0 Tos: O

Metric2: -1

Metricd: -1

Age: 2005/08/23 18:31:15

Type: Subnetwork

Subnet Mask: 255.255.255.252 Addr: 9.42.130.172

Protocol : OSPF
Mtu Size: 576
Metricl: 2
Metric3: -1
Metrich: -1

Route: 7F66E7FO
Name: LOSAQDIO2

Gate: 9.42.105.139

Ref Cnt: 0 Tos: 0
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:31:15

Subnet Mask: 255.255.255.255 Addr: 9.42.130.85

Protocol : OSPF
Mtu Size: 576
Metricl: 2
Metric3: -1
Metrich: -1

Route: 7F66E650

Name: LOSAQDIO02 Type: Host State:
Subnet Mask: 255.255.255.255 Addr: 9.42.130.46
Protocol : OSPF Gate: 9.42.105.149

Mtu Size: 576 Ref Cnt: 0 Tos: O
Metricl: 2 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:31:15

Route: 7F326AF0
Name: LOSAQDIO02

Type: Host State:
Gate: 9.42.105.136

Ref Cnt: 0 Tos: O

Metric2: -1

Metricd: -1

Age: 2005/08/23 18:31:15

Type: Subnetwork

Subnet Mask: 255.255.255.252 Addr: 9.42.130.44

Protocol : OSPF
Mtu Size: 576
Metricl: 2
Metric3: -1
Metrich: -1

Route: 7F66EB30
Name: LOSAQDIO2

Gate: 9.42.105.149

Ref Cnt: 0 Tos: O
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:31:15

Type: Subnetwork

Subnet Mask: 255.255.255.252 Addr: 9.42.130.132

Protocol : OSPF
Mtu Size: 576
Metricl: 2
Metric3: -1
Metrich: -1

Route: 7F585310

Name: LOSAQDIO2 Type: Host State:
Subnet Mask: 255.255.255.255 Addr: 9.42.105.153
Protocol : Configuration Gate: 0.0.0.0

Mtu Size: 576 Ref Cnt: 1 Tos: O
Metricl: 0 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 17:49:32

Route: 7F320D10
Name: LOSAQDIO2

Gate: 9.42.105.158

Ref Cnt: 0 Tos: 0
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:31:15

Type: Direct

Subnet Mask: 255.255.255.128 Addr: 9.42.105.128

: OSPF
576

Protocol
Mtu Size:
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Gate: 0.0.0.0

Ref Cnt: 0 Tos: 0

State:

State:

State:

State:

State:

Active

Active

Active

Active

Active

Active

Active

Active



Metricl: 1 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:31:04

Route: 7F326950

Name: LOSAQDIO2 Type: Subnetwork State: Active
Subnet Mask: 255.255.255.128 Addr: 9.42.103.128

Protocol : OSPF Gate: 9.42.105.129

Mtu Size: 576 Ref Cnt: 0 Tos: 0

Metricl: 2 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:31:15

Address Translate Entry: 7F31FB90
addr: 9.42.105.153 flags: CO ttldlt: 0O
retries: 0
Address Translate Entry: 7F31FC50
addr: 9.42.105.184 flags: CO ttldlt: ©
retries: 0
Address Translate Entry: 7F31FD10
addr: 9.42.105.143 flags: CO ttldlit: 0
retries: 0
Address Translate Entry: 7F31FDDO
addr: 9.42.105.141 flags: CO ttldlt: 0O
retries: 0
Address Translate Entry: 7F31FE90
addr: 9.42.105.138 flags: CO ttldlt: 0O
retries: 0
Address Translate Entry: 7F31FF50
addr: 9.42.105.136 flags: CO ttldlt: 0
retries: 0
Address Translate Entry: 7F66E050
addr: 9.42.105.130 flags: CO ttldlit: 0
retries: 0
Address Translate Entry: 7F66E110
addr: 9.42.105.139 flags: CO ttldlit: 0
retries: 0
Address Translate Entry: 7F66E1DO
addr: 9.42.105.133 flags: CO ttldit: 0O
retries: 0
Address Translate Entry: 7F66E290
addr: 9.42.105.155 flags: CO ttldlt: 0
retries: 0
Address Translate Entry: 7F66E350
addr: 9.42.105.179 flags: CO ttldlit: 0
retries: 0
Address Translate Entry: 7F66E410
addr: 9.42.105.142 flags: CO ttldit: ©O
retries: 0
Address Translate Entry: 7F66E4DO
addr: 9.42.105.144 flags: CO ttldlt: ©
retries: 0
Address Translate Entry: 7F322070
addr: 9.42.105.195 flags: CO ttldlit: ©
retries: 0
Address Translate Entry: 7F322C70
addr: 9.42.105.152 flags: CO ttldlt: ©
retries: 0
Address Translate Entry: 7F33AB50
addr: 9.42.105.129 flags: CO ttldit: ©
retries: 0

Logical Interface: 7F3E71A8
Name: LOSAQDIO2 Protocol: IPAQENET State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.105.153
Mtu Size: 8992
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Device Interface: 7F3DC410

Device: 0SAQDIO4 Devtype: MPCIPA State: Active
Address: **xx xxxx
SAP:

UserID: 10020000 TransId: 00010131 ProviderId: 00010134

Data@: 9500474C ReqSignal@: 83BED5EO RspSignal@: 83BED5SEO

State: Unknown Retry: 0 Restart: 0 Xstatus: O
Connection 2:

UserID: 00000000 ProviderId: 90020001

Data@: 00000000 ReqSignal@: 00000000 RspSignal@: 00000000

State: Reset Tinknum: 00 flags 00
Physical Interface: 7F414D10
Name: LOSAQDIO4 Protocol: IPAQENET State: Active
NetNum: ©@ QueSize: O Bytein: 2,990 Byteout: 924
Index: 8
Bsd Routing Parameters:
MtuSize: 576 Metric: 1

SubnetMask: 255.255.255.128 DestAddr: 0.0.0.0
SNMP Input Counters:

Octets: 2,990 Unicast: 1
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 11 Multicast: 0
SNMP Qutput Counters:
Octets: 924 Unicast: 3
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
Broadcast: 0 Multicast: 0

IPv4 Search Patricia tree Address: 7F58EF70
Search Ptree Reader Count: 0

Route: 7F334E70

Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.130.117

Protocol : OSPF Gate: 9.42.105.110

Mtu Size: 576 Ref Cnt: 0 Tos: O

Metricl: 2 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:51

Route: 7F3D7170

Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.130.47

Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: O

Metricl: 3 Metric2: -1

Metric3: -1 Metricd: -1

Metrichs: -1 Age: 2005/08/23 18:16:51

Route: 7F338290

Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.130.11

Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: O

Metricl: 3 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:51

Route: 7F338DDO

Name: LOSAQDIO4 Type: Subnetwork State: Active
Subnet Mask: 255.255.255.252 Addr: 9.42.130.8

Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: 0
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Metricl: 3 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:51
Route: 7F3D75F0

Name: LOSAQDIO4 Type: Host State:
Subnet Mask: 255.255.255.255 Addr: 9.42.130.48
Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 3 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:51
Route: 7F3992F0

Name: LOSAQDIO4 Type: Subnetwork State:
Subnet Mask: 255.255.255.252 Addr: 9.42.130.48
Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: @
Metricl: 3 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:51
Route: 7F338850

Name: LOSAQDIO4 Type: Host State:
Subnet Mask: 255.255.255.255 Addr: 9.42.130.12
Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: O
Metricl: 3 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:51
Route: 7F3DA3F0

Name: LOSAQDIO4 Type: Subnetwork State:
Subnet Mask: 255.255.255.252 Addr: 9.42.130.12
Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: O
Metricl: 3 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:51
Route: 7F585030

Name: LOSAQDIO4 Type: Host State:
Subnet Mask: 255.255.255.255 Addr: 9.42.105.75
Protocol : Configuration Gate: 0.0.0.0

Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 0 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 17:49:32
Route: 7F343070

Name: LOSAQDIO4 Type: Direct State:
Subnet Mask: 255.255.255.128 Addr: 9.42.105.0
Protocol : OSPF Gate: 0.0.0.0

Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:51
Route: 7F329ADO

Name: LOSAQDIO4 Type: Host State:
Subnet Mask: 255.255.255.255 Addr: 9.42.104.188
Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:52

Route: 7F329450
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Name: LOSAQDIO4

Subnet Mask: 255.255.

Protocol : OSPF
Mtu Size: 576

Metricl: 1
Metric3: -1
Metrich: -1

Route: 7F3227B0
Name: LOSAQDIO4
Subnet Mask: 255.255
Protocol : OSPF
Mtu Size: 576
Metricl: 1

Metric3: -1
Metrich: -1

Route: 7F32A150
Name: LOSAQDIO4

Subnet Mask: 255.255.

Protocol : OSPF
Mtu Size: 576
Metricl: 1
Metric3: -1
Metrich: -1

Route: 7F322950
Name: LOSAQDIO4

Subnet Mask: 255.255.

Protocol : OSPF
Mtu Size: 576
Metricl: 1
Metric3: -1
Metrich: -1

Route: 7F32A930
Name: LOSAQDIO4

Subnet Mask: 255.255.

Protocol : OSPF
Mtu Size: 576
Metricl: 1
Metric3: -1
Metrich: -1

Route: 7F32A430
Name: LOSAQDIO4

Subnet Mask: 255.255.

Protocol : OSPF
Mtu Size: 576
Metricl: 1
Metric3: -1
Metrich: -1

Route: 7F32B930
Name: LOSAQDIO4

Subnet Mask: 255.255.

Protocol : OSPF
Mtu Size: 576

Metricl: 1
Metric3: -1
Metrich: -1

Route: 7F32C290
Name: LOSAQDIO4

Subnet Mask: 255.255.

Protocol : OSPF
Mtu Size: 576
Metricl: 1

Type: Host State:

255.255 Addr: 9.42.104.189
Gate: 9.42.105.65
Ref Cnt: 0 Tos: O
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:16:52

Type: Host State:
.255.255 Addr: 9.42.104.186
Gate: 9.42.105.63
Ref Cnt: 0 Tos: O
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:16:52

Type: Host State:

255.255 Addr: 9.42.104.185
Gate: 9.42.105.63

Ref Cnt: 0 Tos: O
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:16:52

Type: Host State:

255.255 Addr: 9.42.104.187
Gate: 9.42.105.65

Ref Cnt: 0 Tos: O
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:16:52

Type: Host State:

255.255 Addr: 9.42.104.176
Gate: 9.42.105.65

Ref Cnt: 0 Tos: 0
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:16:52

Type: Host State:

255.255 Addr: 9.42.104.180
Gate: 9.42.105.63

Ref Cnt: 0 Tos: O
Metric2: -1
Metricd: -1

Age: 2005/08/23 18:16:52

Type: Host State:
255.255 Addr: 9.42.104.170
Gate: 9.42.105.65
Ref Cnt: 0 Tos: O
Metric2: -1
Metric4: -1

Age: 2005/08/23 18:16:52

Type: Host State:
255.255 Addr: 9.42.104.168
Gate: 9.42.105.126
Ref Cnt: 0 Tos: 0
Metric2: -1
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Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32BE70
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.169
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: O
Metricl: 1 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32B3F0
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.171
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32CE70
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.162
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F38D108
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.161
Protocol : OSPF Gate: 9.42.105.45
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 2 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:51
Route: 7F32D470
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.160
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: O
Metricl: 1 Metric2: -1
Metric3: -1 Metric4: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32C9F0
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.163
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: O
Metricl: 1 Metric2: -1
Metric3: -1 Metric4: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32C570
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.166
Protocol : OSPF Gate: 9.42.105.121
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1
Metric3: -1 Metric4: -1
Metrich: -1 Age: 2005/08/23 18:16:52

Route: 7F32AE70
Name: LOSAQDIO4 Type: Host State: Active

Chapter 6. IPCS subcommands 245



Subnet Mask: 255.255.255.255 Addr: 9.42.104.172

Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F399810
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.159
Protocol : OSPF Gate: 9.42.105.45
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 51 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:51
Route: 7F32E570
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.156
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32DE70
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.157
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1
Metric3: -1 Metric4: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32EE70
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.154
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: O
Metricl: 1 Metric2: -1
Metric3: -1 Metric4: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32F4F0
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.152
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: O
Metricl: 1 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32E9F0
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.155
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1
Metric3: -1 Metricd: -1
Metrich: -1 Age: 2005/08/23 18:16:52
Route: 7F32FE70
Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.150
Protocol : OSPF Gate: 9.42.105.65
Mtu Size: 576 Ref Cnt: 0 Tos: 0
Metricl: 1 Metric2: -1
Metric3: -1 Metricd: -1
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Metrich: -1 Age: 2005/08/23 18:16:52

Route: 7F3224D0

Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.149

Protocol : OSPF Gate: 9.42.105.126

Mtu Size: 576 Ref Cnt: 0 Tos: 0

Metricl: 1 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:52

Route: 7F330190

Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.146

Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: O

Metricl: 1 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:52

Route: 7F32F9F0

Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.151

Protocol : OSPF Gate: 9.42.105.65

Mtu Size: 576 Ref Cnt: 0 Tos: O

Metricl: 1 Metric2: -1

Metric3: -1 Metricd: -1

Metrich: -1 Age: 2005/08/23 18:16:52

Route: 7F330C90

Name: LOSAQDIO4 Type: Host State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.104.142
addr: 9.42.105.75 flags: CO ttldlt: 0

retries: 0

Logical Interface: 7F3E7068
Name: LOSAQDIO4 Protocol: IPAQENET State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.105.75
Mtu Size: 1492

Device Interface: 7F3DB410

Device: 0SAQDIO7 Devtype: MPCIPA State: Active
Address: #xx* x%*x
SAP:

UserID: 10030000 TransId: 00010132 ProviderId: 00010135

Data@: 9500474C ReqSignal@: 83BED5EQ RspSignal@: 83BED5EO

State: Unknown Retry: 0 Restart: 0 Xstatus: 0
Connection 2:

UserID: 00000000 ProviderId: 90030001

Data@: 00000000 ReqSignal@: 00000000 RspSignal@: 00000000

State: Reset Tinknum: 00 flags 00
Physical Interface: 7F415110
Name: LOSAQDIO7 Protocol: IPAQENET State: Active
NetNum: 0 QueSize: O Bytein: 583,077 Byteout: 76,876
Index: 10
Bsd Routing Parameters:
MtuSize: 576 Metric: 1

SubnetMask: 255.255.255.128 DestAddr: 0.0.0.0
SNMP Input Counters:

Octets: 583,077 Unicast: 36
NonUnicast: 0 Discarded: 0
Error: 0 Unkn Type: 0
Broadcast: 10 Multicast: 4,121
SNMP Output Counters:

Octets: 76,876 Unicast: 38
NonUnicast: 0 Discarded: 0
Error: 0 Queue Len: 0
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Broadcast: 0 Multicast: 482

IPv4 Search Patricia tree Address: 7F58EF70
Metrichs: -1 Age: 2005/08/23 18:16:52

Address Translate Entry: 7F337030
addr: 9.42.105.85 flags: CO ttldit: ©
retries: 0

Logical Interface: 7F3E8100
Name: LOSAQDIO7 Protocol: IPAQENET State: Active
Subnet Mask: 255.255.255.255 Addr: 9.42.105.85
Mtu Size: 1492

IPv4 LAN Group Summary
LanGroup: 1 7F3DABDO

LnkName LnkStatus ArpOwner VipaOwner

LOSAQDIO4 Active LOSAQDIO4 Yes

LOSAQDIO7 Active LOSAQDIO7 No
LanGroup: 2 7F320B90

LnkName LnkStatus ArpOwner VipaOwner

LOSAQDIO2 Active LOSAQDIO2 Yes

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS STORAGE

Use this subcommand to display the TCP/IP storage summary referenced in
common cached storage.

Under the heading Storage Summary, a "c" in column "c¢" indicates the address is

on the cache queue. A "p" in column "p" indicates that the control block is part of a
pool.

Cache storage has 12 bytes from offset four overlaid with a chain pointer and time
stamp. This might show incorrect data for cached control blocks.

Tip: The TCPIPCS STORAGE command only reports storage found in caches in
common storage. Use the TCPIPCS MAP command to report both common and
TCP/IP private storage usage.

Syntax

\/

»>—TCPIPCS—STORAGE
L. -

variable_item

(——variable_list—'—)—
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TCPIPCS STORAGE

TITLE

)—| LnorrrLe )

Y
y
A

l—TCP (——tc
— p_proc_name
ALL— J _[tcp_index——l_

\ |_CACHE )
|:CSA—
CSM—

Parameters

ALL
Display information about all allocated storage.

CACHE
Display only information about cached storage.

CSA
Display only information about in-use CSA storage.

CSM
Display only information about in-use CSM storage.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

variable item
Any one of the following variable parameters.

variable list
You can repeat from 1-32 of the following variable parameters, each separated
by a blank space, within parentheses:

Variable parameters are:

storage_address
Formats the storage headers for the TCPIP storage element at address
storage_address. An address is specified as 1-8 hexadecimal digits. An
IPCS symbol name can be specified for an address. If an address begins
with digit a-f or A-F, prefix the address with a zero to avoid the address
being interpreted as a symbol name or as a character string.

When a hexadecimal address is specified as variable_item (or more than one
address is specified as variable_list) the timestamp, module name, and an
indication of whether the storage is allocated or freed, will be formatted.

Rule: If you specify multiple keywords from the set {ALL,CACHE,CSA,CSM}, all
of the keywords that you specify are used.

When a BLS18100I message indicating an access failure appears in the report, any
counts or analysis dependent on this information cannot be included in the
TCPIPCS STORAGE output. Also, an access failure can occur as a result of
insufficient user region size. If a BL5181001 message is received for data that is
included in the dump, increase the user region size and attempt the TCPIPCS
STORAGE subcommand again.

Sample output of the TCPIPCS STORAGE subcommand
The following is sample output of the TCPIPCS STORAGE subcommand:

Dataset: IPCS.A594094.DUMPM

Title:  TCPSVT

V2R10: Job(TCPSVT ) EZBITSTO(HTCP50A 99.281)+

00077A S4C5/74BE2500 SRB P=0051,S=0051,H=0051
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TCPIP Storage Analysis

Storage Statistics

cache_delay 0
com_totstor 177,578,656
com_totelem 21,469

seconds before cache is freed
total storage for CSA elements
total number of CSA elements

scan_delay 120 seconds between full scans
stor_cache 48,416 storage in cache after scan
num_cache 11 elements in cache after scan
num_freed 2 elements freed during last scan
scan_time 1999/10/24 04:06:12 time of last scan

dsa_init 10,375,262 # of DUCB initializations
dsa_exp 2,180,028 # of DUCB expansions

The control block at 008ACO10 (P
The control block at 12A26410 (P

21,907 storage elements found

rev: 00000000) has already been added

rev: 137CBOAO) has already been added

177,228K bytes of storage allocated

Cached Storage

Addr Size Key Sp Cblk Time Stamp Index

Common non-fetch protected storage

12E6DCBO 304 6 241 CFGM B30A8EDF19BD18C3 10

12774310 3056 6 241 CFGM B30A8E3DDBBB1943 10 Index was 29

The control block at 0E289010 (prev: 12B57650) was not available

Unable to locate storage at 0E289010

Cache pointers are in a Toop at 12774310 for index 29

The control block at 0E289010 (prev: 12B57730) was not available

Unable to locate storage at 0E289010

2 control blocks found for Common non-fetch protected storage

3376 bytes allocated in Common non-fetch

4366931 total allocations

Addr Size Key Sp Time Stamp (GMT) Alloc Common PoolAddr Module
7F10A110 1264 6 249 2007/08/22 12:56:03 Y N 7F10A010 959D13D6
7F115010 1264 6 249 2007/08/22 12:56:41 Y N 7F10A010 959D13D6
7F112D10 1264 6 249 2007/08/22 13:52:06 Y N 7F10A010 959D13D6
7F112310 1264 6 249 2007/08/22 13:52:11 Y N 7F10A010 959D13D6
7F10CE10 1264 6 249 2007/08/22 12:58:15 Y N 7F10A010 959D13D6
7F10C910 1264 6 249 2007/08/22 12:58:15 Y N 7F10A010 959D13D6
Storage Summary Statistics

A1l Cache

Type Count Size Count Size
Common Non-fetch protected 21460  177489K 2 3392
Common Fetch protected 369 68488 141 36936
Common persistent 3 192 3 192
Common SCB pool 80 21128 32 8448
Private Non-fetch protected 492 395848 156 65192
Total 22571  178149K 334 114160

private,
private,
private,
private,
private,
private,

22599 blocks of storage for 1807728 bytes were obtained to create this report

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS STREAM

Use this subcommand to display the stream control blocks.
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Syntax

»>—TCPIPCS—STREAM N
SUMMARY
L( * [ ] )J
variable_item——— I—DETAILJ
(——variable_list—1—)—
TITLE

|—TCP—(—[t,‘cp_proc_name )—| |—NOTITLEJ

tep_index

Parameters
If no parameters are specified, all stream control blocks are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable_list
You can repeat from 1 - 32 of the following variable parameters, each separated
by a blank space, within parentheses:

Variable parameters are:

CB_address
An address is specified as 1-8 hexadecimal digits. An IPCS symbol name
can be specified for an address. If an address begins with digit a—f or A-F,
prefix the address with a zero to avoid the address being interpreted as a
symbol name or as a character string. Displays only the Stream control
block associated with one of the following;:

SKCB Stream context control block address.

SKQI Stream queue initialization control block address.
SKQP Stream queue pair control block address.

SKQU Stream Queue control block address.

SKSC Stream access control control block address.
SKSH Stream header control block address.

connection_id
Displays the Stream control block with this connection ID. A connection ID
is specified as 1-8 hexadecimal digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

SUMMARY
Formats the Stream control blocks in one cross-reference table. SUMMARY is
the default.
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DETAIL
In addition to the SUMMARY display, DETAIL formats the contents of the
Stream control blocks.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179| for a description of these parameters.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS STREAM subcommand
The following is a sample output of the TCPIPCS STREAM subcommand:

TCPIPCS STREAM
Dataset: IPCS.A594094.DUMPM
Title:  TCPSVT  V2R10: Job(TCPSVT ) EZBITSTO(HTCP50A 99.281)+
00077A S4C5/74BE2500 SRB P=0051,S=0051,H=0051

The address of the TSAB is: 12E89BB8
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
12E89BF8 1 TCPSVT V2R10  12B57000 12B570C8 0051 9FFFFF7F Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1
TCPIP Stream Analysis
SKRT at 7F78BD88

Sksc@ Sksh@ CID Driver Apil@ Skch@ Asch@ Tche

7F77E6C8 7F77E7C8 00000007 IP/NAM 00000000 00000000 00000000 00000000
7F70F088 7F61A088 00000006 RAW 00000000 00000000 0000000 0OOOOO00
7F70F148 7F61A608 00000005 IP/NAM 00000000 00000000 00000000 00000000
7F70F8C8 7F70F348 00000004 UDP 00000000 00000000 0000000 0OOOOO00
7F70F988 7F70FA48 00000003 IP/NAM 00000000 00000000 00000000 00000000
7F78B008 7F7580E8 00000002 TCP 00000000 00000000 00000000 0OOOOO00
7F78BCC8 7F78B748 00000001 IP/NAM 00000000 00000000 00000000 0OOOOOOO

7 Stream(s) found
7 Stream(s) formatted

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS TCB

Use this subcommand to display the Master Transmission Control Block (MTCB)
and any Transmission protocol Control Blocks (TCBs) that are defined in the TCP
hash table.

Syntax

»»—TCPIPCS—TCB
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v

L( . |—SUMMARY—| )J

variable item———— |—DATAQ—| |—DETAIL—I

(—~—variable list—\—)—

|—TCP—(—[tcp_proc_name )J |—NOTITLEJ

tep_index

Parameters
If no parameters are specified, all TCP control blocks are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable_list
You can repeat from 1 - 32 of the following variable parameters, each separated
by a blank space, within parentheses:

Variable parameters are:

jobname
Displays only the TCBs with this job name. The job name can be a TCP/IP
application name or a stack name. A job name is 1-8 alphanumeric
characters.

TCB_address
Displays only the TCB with this address. An address is specified as 1-8
hexadecimal digits. An IPCS symbol name can be specified for an address.
If an address begins with digit a—f or A-F, prefix the address with a zero to
avoid the address being interpreted as a symbol name or as a character
string.

connection_id

Displays the TCB with this connection ID. A connection ID is specified as
1-8 hexadecimal digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

DATAQ
Formats TCBs which have data queued on the SEND or RECEIVE queue.

SUMMARY
Formats the MTCB contents and lists all the TCBs in one cross-reference table.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL formats the contents of the
TCBs.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.
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TCPIPCS TCB

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS TCB subcommand
The following is sample output of the TCPIPCS TCB subcommand:

Dataset: IPCS.MV21372.DUMPA

Title:  SLIP DUMP ID=TC

The address of the TSAB is:

131B8120

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

131B8160 1 TCPSVT V2R10  13C9FO00 13C9FOC8 07D3 94FF755F Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS

V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1

TCP/IP Analysis

TCPIP Main TCP Control Block (MTCB)

MTCB: 13C9E890
+0000 M_MAIN EYE........
+0008 M_TCP_LWRITE Q....
+000C M_TCP_LREAD_Q.....
+0014 M_TCP_DRIVER STATE.
+0018 MTCPMTX...........
+0028 MTCPAQMX..........
+0038 MTCB_LIST_LOCK....

. TCP MAIN
. 7F782868
. 7F782828

01

. 00000000 00000000 00000000 D7D60601
. 00000000 00000000 00000000 D7D60604
. 00000000 00000000 00000000 D7D60604

+0048 M_PORT_CEILING..... 00000FFF

+004C M_TPI_SEQ#......... 00000008

+0050 M_PORT_ARRAY....... 7F711FC8

+0054 M_LAST_PORT_NUM.... 0000040C

TCB ResrcID ResrcNm TcpState TpiState Local IPAddr/Port Remote IPAddr/Port LuName  AppTName UserID
7F603108 00000002 TCPSVT  Closed WLOUNBND 0.0.0.0..0 0.0.0.0..0
7F605D08 00000017 FTPUNIX1 Listening  WLOIDLE 0.0.0.0..21 0.0.0.0..0
7F605108 00000013 TCPSVT  Listening  WLOIDLE 0.0.0.0..625 0.0.0.0..0
7F603508 0000000A TCPSVT  Listening WLOIDLE 0.0.0.0..1025 0.0.0.0..0
7F604508 00000OEA TCPSVT  Established WLOXFER 197.66.103.1..23 197.11.108.1..1032
7F607108 0000003E TCPSVT  Established WLOXFER 127.0.0.1..1029 127.0.0.1..1028
7F60A508 000000E8 TCPSVT  Listening  WLOIDLE 0.0.0.0..623 0.0.0.0..0

25 TCB(s) FOUND
25 TCB(s) FORMATTED

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS TELNET

Use this subcommand to display either the address, or address and contents, of
Telnet control blocks. These include the following;:

- TCMA

* TCFG

- TPDB

* Optionally, the TKCB and CVB for a selected session

* A partial TCFG that is being built is also displayed (if found)

Syntax
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»»—TCPIPCS—TELNET

v

y
4

[ ey |

variable_item——— |—XCF |—DETAILJ

(——variable_list——)—

TITLE

)—| |—NOTITLE—| )

|—TCP ( tc
— p_proc_name
_[tcp_index——l_

Parameters
If no parameters are specified, all TCP control blocks are summarized.

* An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable list
You can repeat from 1 — 32 of the following variable parameters, each
separated by a blank space, within parentheses:

Variable parameters are:

LUname
Displays only the session control blocks for the 8-character logical unit
name. If the name is less than eight characters, it is padded on the right
with blanks.

CVB_address
Displays only the CVB with this address. An address is specified as 1-8
hexadecimal digits. An IPCS symbol name can be specified for an address.
If an address begins with digit a-f or A-F, prefix the address with a zero to
avoid the address being interpreted as a symbol name or as a character
string.

token Displays only the session control blocks for the token. The token is a
16-digit hexadecimal value. If the token is less than 16 digits, it is padded
on the left with hex zeros.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

A1l
Display Telnet connection and XCF information.

Conn
Display only Telnet connection information.

DETAIL
Displays the contents of the control blocks.

SUMMARY
Displays the address of the control blocks. SUMMARY is the default.

Chapter 6. IPCS subcommands 255



TCP, TITLE, NOTITLE
See [‘Parameters” on page 179|for a description of these parameters.

Xcf
Display only XCF information.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS TELNET subcommand

The following is sample output of the TCPIPCS TELNET subcommand:
TCPIPCS TELNET

Dataset: IPCS.MV21381.DUMPA

Title:  SLIP DUMP ID=TC

The address of the TSAB is: 13391BCO

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
13391C00 1 TCPSVT V2R10  1323B000 1323BOC8 O7DE 04041405 Active
13391C80 2 TCPSVT2  V2R10 00000000 00000000 O7E8 00000000 Down Stopping
133910060 3 TCPSVT1 ~ V2R10  12FC3000 12FC30C8 0080 94FF755F Active
13391D80 4 TCPSVT3  VZR10 00000000 00000000 0059 00000000 Down Stopping

4 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

4 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1

TCPIP Telnet Analysis

TMCA at 7F5B1188

Tpdb@ Port Tcfg@ Prof Tkcbh@ Token Cvbe LUname
7F59D8A0 623 7F5A6068 CURR 00000000 00000000 00000000 00000000
7F59D4EQ 625 7F59D620 CURR 00000000 00000000 00000000 00000000
Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS TIMER

Use this subcommand to display the timer control blocks.

Syntax
(SUMMARY)
»»—TCPIPCS—TIMER >
|—(DETAIL)J |—TCP ( tc —|
__E p_proc_name )
tcp_index——l_
TITLE
[ 1] g

Lyorrrie
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Parameters
SUMMARY

Displays the contents of the timer control blocks. The timer queue elements

(TQEs) and timer IDs (TIDs) are presented in tabular form. SUMMARY is the

default.
DETAIL

The timer control blocks are displayed as in the SUMMARY form of the
command. In addition, each TQE and each TID is fully displayed.

TCP, TITLE, NOTITLE

See [“Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only

the last one is used.

Sample output of the TCPIPCS TIMER subcommand
The following is sample output of the TCPIPCS TIMER subcommand:

TCPIPCS TIMER
Dataset: IPCS.A594094.DUMPF
Title:  CHECK NOT ADDR

The address of the TSAB is: 08CE28CO

Tseb SI Procedure Version Tsdb Tsdx

08CE2900 1 TCPCS V2R10
1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPCS. Index: 1
Timer tables at 086D8F80
ItTmr Pass Slot Delta Max
086D8F80 64 62 100 12800
Global TQE Queue for Slot 63:
Tqge Tid Ech Mod Parm

08EDDD58 O8EDDD44 00000000 EZBIFIUZ O8EDDDA40

1 TQE(s) for slot 63 with 0 msec timer offset

ItTmr Pass STot Delta Max
086D8FAO 6 58 1000 128000
ItTmr Pass STot Delta Max
086D8FCO 0 83 10000 1280000
Global TQE Queue for Slot 109:

Tqge Tid Ecb Asch Asid

16DEF310 166E8D68 166E8CE8 OOF8E500 001A0000

Asid TraceOpts Status

086D8000 086D8OC8 O1F8 10000100 Active

PopCount Array@
8253 086D9000

Msec TqeFlag TidFLag

100 00 20

PopCount
825

Array@
086D9400

PopCount Array@
82 086D9800

Msec TqeFlags TidFLags

300000 40 20000000
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1 TQE(s) for slot 109 with 138000 msec timer offset
Global TQE Queue for Slot 122:
Tqe Tid Ecb Mod Parm Msec TqeFlag TidFLag
086C9020 7F4CEBDO 7F4CEBCC 00000000 00000000 1200000 44 20
1 TQE(s) for slot 122 with 128000 msec timer offset

ItTmr Pass Slot Delta Max  PopCount Array@
086D8FEO 0 9 100000 4294967295 8 086D9C0O0

2 TQE(s) were found
No cancelled TQE(s) were found
Analysis of Tcp/Ip for TCPCS completed

TCPIPCS TRACE

Use this subcommand to display information about the component trace, the
real-time TCP/IP network monitoring NMI, and the real-time
application-controlled TCP/IP trace NMI functions.

Syntax
»—TCPIPCS—TRACE >
SUMMARY ALL
L( [ ] [ )J
Loeran— Lere)  Lpeed
TITLE
" Lrcp (—rtc S ] A
— p_proc_name ) NOTITLE
_[tcp_index——l_
Parameters
SUMMARY

Displays summary information for each function. SUMMARY is the default
value. When used with the RCC parameter, the output is similar to the
DISPLAY TCPIP, TRACE,DETAIL command. For more information about this
command and its output, see [DISPLAY TCPIP, TRACE command|in [z/OS
[Communications Server: IP System Administrator's Commands]

DETAIL
When used with the ALL parameter, lists detailed information about each
function in addition to the SUMMARY information. When used with the RCC
parameter, displays detailed information about the function.

CTE
Formats each CTE header in each CTRACE buffer. DETAIL must also be
specified.

ALL

Formats all the information for all functions.

RCC
Formats only information about the real-time application-controlled TCP/IP
trace network management interface (NMI). For more information about this
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NMI, see [Real-time application-controlled TCP/IP trace NMlI|in [z/O9
[Communications Server: IP Programmer's Guide and Reference]

TCP, TITLE, NOTITLE
See [‘Parameters” on page 179 for a description of these parameters.

Rules:

* If you specify multiple keywords from the set {ALL, RCC}, all of the keywords

that you specify are used.

* If you specify multiple keywords from the set {SUMMARY, DETAIL}, only the

last one is used.
* If you specify CTE, then DETAIL must also be specified.

Sample output of the TCPIPCS TRACE subcommand
The following is sample output of the TCPIPCS TRACE subcommand:

TCPIPCS TRACE

Dataset: IPCS.R8A0723.RASDUMP2

Title: EZRPE0OOS

The address of the TSAB is: 09C445D0

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

09C44610 1 TCPCS VIR5 093C1000 093C10C8 0029 9FFF7E7F Active
09C44690 2 TCPCS2 VIRS 00000000 00000000 002A 00000000 Down Stopping

2 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

2 TCP/IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS. Index: 1

Parmlib Member for SYSTCPIP Trace: CTIEZBOO
Parmlib Member for SYSTCPIS Trace: CTIIDSO0

Trace Control Area
TCA: 092BD410

+0000 TCAACRONYM.......... TCA

+0006 TCAVERSION.......... 0006

+0008 TCASIZE............. 0000CBDO

+000C TCAFTBE............. 092BD7EO

+0010 TCACURTBE........... 092BE5C8

+0014 TCACURENT........... 0059C4C0

+0018 TCATABSZ............ 01000000

+001C TCANUMBF............ 00000100

+0020 TCABUFSZ............ 00010000

+0024 TCAMXDAT............ 00003800

+0028 TCAALET............. 01FFO00C

+002C TCARCNT............. 00004103

+0030 TCAECNT............. 00004103

+0034 TCALCNT............. 00000000

+0038 TCALTOD............. 00000000 00000000
+0040 TCACOMP............. 00000000

+0044 TCAFLAG............. 03200A80

+0048 TCAXWRTSEQ.......... 00000059

+004C TCACTSSWTKN......... 00000000 00000000
+0054 TCAACNT............. 0000

-- Array elements --
+0058 TCAFILTER_ASID...... 0000

Chapter 6. IPCS subcommands

259



260

+005A
+005C
+005E
+0060
+0062
+0064
+0066
+0068
+006A
+006C
+006E
+0070
+0072
+0074
+0076

+0078

+007C
+0084
+008C
+0094
+009C
+00A4
+00AC
+00B4
+00BC
+00C4
+00CC
+00D4
+00DC
+00E4
+00EC
+00F4

+0100

+0104
+0106
+0108
+010A
+010C
+010E
+0110
+0112
+0114
+0116
+0118
+011A
+011C
+011E
+0120
+0122

+0124

+0128
+0138
+0148
+0158
+0168
+0178
+0188

TCAFILTER ASID......
TCAFILTER_ASID......
TCAFILTER ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
TCAFILTER ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
TCAFILTER_ASID......
-- End of array --

TCAUCNT...vvvunnnnn

-- Array elements --
TCAFILTER_USERID....
TCAFILTER_USERID....
TCAFILTER_USERID....
TCAFILTER USERID....
TCAFILTER_USERID....
TCAFILTER USERID....
TCAFILTER_USERID....
TCAFILTER_USERID....
TCAFILTER USERID....
TCAFILTER_USERID....
TCAFILTER USERID....
TCAFILTER_USERID....
TCAFILTER_USERID....
TCAFILTER_USERID....
TCAFILTER_USERID....
TCAFILTER_USERID....

-- End of array --

TCAPCNT..ovvvvnnnn

-- Array elements --
TCAFILTER_PORT......
TCAFILTER PORT......
TCAFILTER_PORT......
TCAFILTER PORT......
TCAFILTER PORT......
TCAFILTER_PORT......
TCAFILTER PORT......
TCAFILTER_PORT......
TCAFILTER PORT......
TCAFILTER_PORT......
TCAFILTER PORT......
TCAFILTER _PORT......
TCAFILTER_PORT......
TCAFILTER PORT......
TCAFILTER_PORT......
TCAFILTER PORT......

-- End of array --

TCAICNT...vvvnnnnn

-- Array elements --
TCAFILTER_IPADDRESS.
TCAFILTER IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.

00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
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+0198
+01A8
+01B8
+01C8
+01D8
+01E8
+01F8
+0208
+0218
+0228
+0238
+0248
+0258
+0268
+0278
+0288
+0298
+02A8
+02B8
+02C8
+02D8
+02E8
+02F8
+0308
+0318

+0330
+0338
+033C
+0340
+0344
+0348
+034C
+0350
+0354
+0358
+035C
+0360
+0368
+036C
+0370
+0374
+0378
+037C
+0380
+0384
+0388
+0390
+0390
+0394
+0398
+03A0
+03A8
+03B0
+03B4
+03B8
+03C0

TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER _IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.
TCAFILTER_IPADDRESS.
TCAFILTER_IPSUBMASK.

-- End of array

TCAWRAPTIME. .......
TCAWRAPCOUNT.......
TCAXWTRCNT.........
TCACURCUR. ... ...
TCANXTCUR. .o vvn. ...
TCADATSZ. . evnne...
TCADATBF...evnn....
TCAWCONT . e veneen.
TCATRCNT. e evenenn.
TCALSCNT...evune.n.
TCASEQXWRT .o .en . ...
TCAPTSSWTKN. .......
TCAISTBE. . evnn....
TCAISNRTBE.........
TCAISBUFSZ.........
TCAISTBLSZ.........
TCAISTRCNT.........
TCAISWRCNT.........
TCAISLSCNT.........
TCAISRQCNT.........
TCAISXWSEQ.........
TCAISCDS. . evnne...
TCAISCDTBE.........
TCAISCDBUF.........
TCAISXWTKN. ........
TCAISWRTIM. ........
TCAISLSTIM. ........
TCADUMPSZ. .........
TCADUMPDS. . ........
TCADUMPOF. . ........
TCADUMPTOD.........

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

. B66479D0
. 00000001
. 00000000
. 092BFFEO
. 01004E80
. 02000000
. 00000200
. 00000068
. 00000068
. 00000000
. 00000001
. 02895060
. 092C4FEO
. 00000200
. 00010000
. 02000000
. 00000000
. 00000000
. 00000000
. 00000000
. 00000001
. 092C4FEO
. 092CAFEO
. 03001000
. 00000000
. 00000000
. 00000000
. 00000000
. 00000000
. 00000000
. 00000000

Event Trace Statistics for SYSTCPIP

Size of the Trace Control Area . . .

Size of the trace buffer

Size of a trace segment

Number of trace segments
Maximum trace record size

Number of trace records requested. . .
Number of trace records recorded . . .
Number of trace segments filled. . .

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

DE1B3402

00000001

03001000

00000000
00000000
00000000

00000000

. 52176
. 16384K
64K

. 256

. 14,336
16,643
16,643
. 89

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
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Average records per segment. . . . . . 187

Average records per table. . . . . . . 47,872

Trace status . . . . . . . . . . . .. Active

XWriter status . . . . . . .. ... Disconnected

Number of buffers written. . . . . . . 0

Lost record count. . . . . . . .. .. 0

Lost record time . . . . . . . . . .. 1900/01/01 00:00:00.000000
Trace table wrap count . . . . . . . . 1

Trace table wrap time. . . . . . . . . 2001/09/05 12:41:47.461043
Average records per wrap . . . . . . . 16,643

Data Trace Statistics for SYSTCPDA

Size of the trace buffer . . . . . . . 32768K
Size of a trace segment. . . . . . . . 64K
Number of trace segments . . . . . . . 512
Number of trace records requested. . . 104
Number of trace records recorded . . . 104
Number of trace segments filled. . . . 1

Trace status . . . . . . . . . . . .. Active
XWriter status . . . . . . . . . . .. Connected
Number of lost records . . . . . . . . 0

IDSTRACE Statistics for SYSTCPIS

Size of the trace buffer . . . . . . . 32768K

Size of a trace segment. . . . . . . . 64K

Number of trace segments . . . . . . . 512

Number of trace records requested. . . 0

Number of trace records recorded . . . 0

Number of trace segments filled. . . . 1

Trace status . . . . . . . . . .. .. Active

XWriter status . . . . . . . . .. .. Disconnected

Number of lost records . . . . . . . . 0

Lost record time . . . . . . . . . .. 1900/01/01 00:00:00.000000
Trace table wrap count . . . . . . . . 0

Trace table wrap time. . . . . . . .. 1900/01/01 00:00:00.000000

Tseb_Trace_Opts: 9FFF7E7F

Options: Init Opcmds Opmsgs Socket AFP XCF Access PFS API
Engine Streams Queue RAW UDP TCP ICMP ARP CLAW LCS
Internet Message WorkUnit Config SNMP IOCTL FireWall
VtamData TelnVtam Telnet Vtam

256 SYSTCPIP Trace Buffer Elements were found

O SYSTCPIP Trace Buffer Elements were formatted
512 SYSTCPDA Trace Buffer Elements were found

0O SYSTCPDA Trace Buffer Elements were formatted

512 SYSTCPIS Trace Buffer Elements were found
© SYSTCPIS Trace Buffer Elements were formatted

Analysis of Tcp/Ip for TCPCS completed

TCPIPCS TREE

Use this subcommand to display the structure of TCP/IP Patricia trees.
Syntax

»»—TCPIPCS
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—ALL SUMMARY BOTH
L I [SUMIARY-)  BOTH— )J
—IPSEC—— |—HEADER—| |—DETAILJ i:ACTIVE:‘

—IQDI0——— DELETE
—ND

—NETACC—
—NETACCV4—
—NETACCV6—
—POLICY——
—QDIOACCEL—
—ROUTE——
—ROUTEV4—
—ROUTEV6—
—TCP
—TELNET——
—XCF

TITLE

|—TCP—(—[tcp_proc_name )J |—NOTITLEJ

tep_index

Parameters

ALL
Display structure of all TCP/IP trees. ALL is the default.

ARP
Display only structure of ARP trees.

IPSEC
Display only structure of IP security trees.

1QDIO0
Display only structure of iQDIO and QDIOACCEL trees.

ND Display only structure of Neighbor Discovery trees.

NETACC
Display only structure of NetAccess trees.

NETACCV4
Display only structure of IPv4 NetAccess trees.

NETACCV6
Display only structure of IPv6 NetAccess trees.

POLICY
Display only structure of Service Policy trees.

QDIOACCEL
Display only structure of iQDIO and QDIOACCEL trees.

ROUTE
Display only structure of both IPv4 and IPv6 route trees.

ROUTEV4
Display only structure of IPv4 route trees.

ROUTEV6
Display only structure of IPv6 route trees.
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TCP
Display only structure of TCP trees.

TELNET
Display only structure of Telnet trees.

XCF
Display only structure of XCF trees.

HEADER
Display tree header information. Not displayed by default.

SUMMARY
Display the addresses of the control blocks and other data in trees. SUMMARY
is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the search key
values.

BOTH
Display both active and logically deleted tree nodes. BOTH is the default.

ACTIVE
Display only active tree nodes.

DELETE
Display only logically deleted tree nodes

TCP, TITLE, NOTITLE
See ['Parameters” on page 179|for a description of these parameters.

Rules:

* If you specify multiple keywords from the set {ALL, ARP, IPSEC, IQDIO, ND,
NETACC, NETACCV4, NETACCV6, POLICY, QDIOACCEL, ROUTE, ROUTEV4,
ROUTEVS6, TCP, TELNET, XCF}, all of the keywords that you specify are used.

* If you specify multiple keywords from the set {BOTH, ACTIVE, DELETE}, only
the last one is used.

* If you specify multiple keywords from the set {SUMMARY, DETAIL}, only the
last one is used.

Sample output of the TCPIPCS TREE subcommand
The following is sample output of the TCPIPCS TREE subcommand:

TCPIP Tree Analysis
IPv4 NetAccess Search Tree

Node@ Bit Parent LChild RChild Key Element
2B42D678 255 00000000 7F042D90 7FO4D6FO

7F04D230 2 7FOD1010 7FOD1010 7F04D230 7F04D490 2B1F4898
7FOD1010 3 7F04D570 7F04D6F0O 7F04D230 7F04D190 2B1F48F8
7F04D570 4 7F0ACD90 7FOD1010 7F04D570 7F04D610 2B1F4838
7F04CC50 9 7F04C950 7F04C950 7F04CC50 7FO4CCFO 2B1F47D8
7F04C810 9 7F04C510 7F04C510 7F04C810 7F04C8BO 2B2064B8
7F04C250 9 7F04C510 7FOD4010 7F04C250 7F04C470 2B206578
7F04C510 10 7FOD4010 7F04C250 7F04C810 7F04C770 2B206518
7F04BD90 9 7F04BB10 7F04BB10 7F04BD90 7FO4BFBO 2B206638
7F04B850 9 7F04BB10 7F04B5D0 7F04B850 7F04BA70 2B2066F8
7F04BB10 10 7FOD4010 7F04B850 7F04BD90 7F04BCFO 2B206698
7F042D90 32 2B42D678 2B42D678 7F042D90 7F042CFO 2B1F4658

11 elements in IPv4 NetAccess Search Tree
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IPv4 NetAccess Update Tree

Node@ Bit Parent LChild RChild Key
2B21E818 255 00000000 7FQ42E10 7F04D670

7F04D2B0 2 7F04D0O30 7F04D0O30 7F04D2BO 7F04D430
7F04D0O30 3 7F04D4F0 7F04D670 7F04D2BO 7F04D130
7FOADAFO 4 7F04CE10 7F04D0O30 7FO4D4AFO 7F04D5BO
7F04CE90 9 7F04C9DO 7FOACIDO 7FOACE90 7FO4CCI0
7FO4CA50 9 7F04C590 7F04C590 7FO4CA50 7F04C850
7F04C2D0 9 7F04C590 7F04CO50 7F04C2D0 7F04C410
7F04C590 10 7F04C050 7F04C2D0 7FO4CA50 7F04C710
7FO4BE10 9 7F04BB90 7F04BB90 7FO4BE10 7FO4BF50
7F04B8DO 9 7F04BB90 7F04B650 7F04B8DO 7FO4BA10
7F0ABB90 10 7F04C050 7F04B8DO 7FO4BE10 7F04BC90
7F042E10 32 2B21E818 2B21E818 7F042E10 7F042C90

11 elements in IPv4 NetAccess Update Tree
IPv6 NetAccess Search Tree

Node@ Bit Parent LChild RChild Key
2B2180B8 255 00000000 7FO4D830 7FOA0O10

7F085010 2 7F083010 7F083010 7F085010 7F050B70
7F079350 7F080010 7FOAG010 7F079350 7F050930
7F080010 7F083010 7F079350 7F080010 7FO509F0

1

2
7F083010 3 7F0C4010 7F080010 7F085010 7FO50ABO
7F0C4010 4 7F0506D0 7F083010 7F0C4010 7F050C30
7F050510 2 7F0506D0 7F0506D0 7F050510 7F050630
7F0506D0 114 7FO0A3010 7F050510 7FOC4010 7F050470
7FOA3010 115 7F050290 7F0506D0 7FOA3010 7F050CFO
7F0503D0 65 7F0664D0 7F0664DO 7F0503D0 7F050170
7F0661D0 65 7F0664D0 7FOC9010 7F0661DO 7F0663B0
7F0664D0 66 7FOC9010 7F0661DO 7FO503D0 7F0666BO
7FOAFDDO 65 7F04FB10 7F04FB10 7FO4FDDO 7FO4FFBO
7FOAF790 65 7F04FB10 7F04F510 7F04F790 7F04F9F0
7FO4FB10 66 7FOC9010 7FO04F790 7FO4FDDO 7FO4FCBO
7F0AD830 128 2B2180B8 2B2180B8 7F04D830 7F04D790

15 elements in IPv6 NetAccess Search Tree

IPv6 NetAccess Update Tree

Node@ Bit Parent LChild RChild Key
2B42D6D8 255 00000000 7FO4D7FO 7FOB2010

7F0685D0 2 7F08D010 7FO8DO10 7F0685D0 7FO50B10
7F079250 7F079310 7FOB2010 7F079250 7F0508D0
7F079310 7F08D010 7F079250 7F079310 7F050990

1

2
7F08D0O10 3 7F0C2010 7F079310 7F0685D0 7FO50A50
7F0C2010 4 7F050690 7F08D010 7F0C2010 7FO50BDO
7F050590 2 7F050690 7F050690 7F050590 7F0505D0
7F050690 114 7F0A8010 7F050590 7F0C2010 7F050410
7FOA8010 115 7F050310 7F050690 7F0OA8010 7F050C90
7F050010 65 7F066550 7F066550 7F050010 7F050110
7F066250 65 7F066550 7FOC7010 7F066250 7F066350
7F066550 66 7FOC7010 7F066250 7F050010 7F066650
7FOAFES0 65 7FO4FB90 7F04FB90 7FO4FE50 7FO4FF50
7FOAF810 65 7F04FB90 7F04F590 7F04F810 7F04F990
7FO4FB90 66 7FOC7010 7F04F810 7FO4FE50 7F04FC50
7FOAD7FO 128 2B42D6D8 2B42D6D8 7F04D7F0 7F04D730

15 elements in IPv6 NetAccess Update Tree

TCPIPCS TSDB

Element

2B1F4898
2B1F48F8
2B1F4838
2B1F47D8
2B2064B8
2B206578
2B206518
2B206638
2B2066F8
2B206698
2B1F4658

ETement

2B1F1658
2B1F1598
2B1F1538
2B1F16B8
2B1F15F8
2B1F1478
2B1F14D8
2B1F1418
2B1F1898
2B1F1958
2B1F18F8
2B1F40B8
2B1F4178
2B1F4118
2B1F12F8

ETement

2B1F1658
2B1F1598
2B1F1538
2B1F16B8
2B1F15F8
2B1F1478
2B1F14D8
2B1F1418
2B1F1898
2B1F1958
2B1F18F8
2B1F40B8
2B1F4178
2B1F4118
2B1F12F8

Use this subcommand to display the TSDB server data block.
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Syntax

»>—TCPIPCS—TSDB ><

|—TCP ( tc
— p_proc_name
_[tcp_index——l_

Parameters
TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Sample output of the TCPIPCS TSDB subcommand
The following is sample output of the TCPIPCS TSDB subcommand:

TCPIPCS TSDB

Dataset: IPCS.MV21381.DUMPA

Title: SLIP DUMP ID=TC

The address of the TSAB is: 13391BCO

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
13391C00 1 TCPSVT V2R10  1323B000 1323BOC8 O7DE 04041405 Active
13391C80 2 TCPSVT2  V2R10 00000000 00000000 O7E8 00000000 Down Stopping
13391D00 3 TCPSVT1  V2R10  12FC3000 12FC30C8 0080 94FF755F Active
13391D80 4 TCPSVT3  V2R10 00000000 00000000 0059 00000000 Down Stopping

4 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

4 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1
TSDB control block summary

TSDB: 1323B000

+0000 TSDB_ACRONYM............. TSDB

+0004 TSDB_LENGTH.............. 00C8

+0006 TSDB_VERSION............. 0003

+0008 TSDB_STATE......ovvvnnn. 0015

+000A TSDB ASID.....evvvuvnvnnnn. 07DE

-- Array elements --

+0010 TSDB MT.....cevvuviinnnnnn 11A7E870
+0014 TSDB MT...evvvnnninnnnnnn 962F5E00
+0060 TSDB_CTRACE_PARMLIB_NAME. CTIEZBO2
+006C TSDB SMCA.......covvnnnn.. 00000000
+0070 TSDB_TSRMT........coeen.. 00000000
+0074 TSDB FLAGS............... 00000000
+0078 TSDB_CONFIG_PORT......... 00000401
+007C TSDB_OSASF_PORT.......... FFFFFFFF
+0080 TSDB_EZBITMSN@........... 91A8BF90
+0084 TSDB_TERMINATING_ECB..... 807EC758
+0088 TSDB DUAF......covvvenn.. 00000000
+008C TSDB_TSCA.....cvvvvvennn. 13236A58
+0090 TSDB_SOCIFPTR............ 91BC3E78
+0094 TSDB_SOMIFPTR............ 91BCA050
+0098 TSDB_RXGLUPTR............ 91BF6308
+009C TSDB_FFSTADDR............ 80B46E18
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+00A0 TSDB_FFST_PHMSGTIME...... 00000000 00000000

+00A8 TSDB_LEPARMS............. 14B0O1BBA
+00AC TSDB_OE_AS_STOKEN........ 00000038 00000001
+00B4 TSDB_SOMT2............... 91C3FE60

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS TSDX

Use this subcommand to display the TSDX server data extension.

Syntax
TITLE
»»—TCPIPCS—TSDX ><
|—TCP—(—[tcp_proc_%—)J |—NOTITLEJ
tep_index
Parameters

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.

Sample output of the TCPIPCS TSDX subcommand
The following is sample output of the TCPIPCS TSDX subcommand:
TCPIPCS TSDX

Dataset: IPCS.MV21381.DUMPA
Title:  SLIP DUMP ID=TC

The address of the TSAB is: 13391BCO

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
13391C00 1 TCPSVT V2R10  1323B0O0O 1323BOC8 O7DE 04041405 Active
13391C80 2 TCPSVT2  V2R10 00000000 00000000 O7E8 00000000 Down Stopping
13391D00 3 TCPSVT1  V2R10  12FC3000 12FC30C8 0080 94FF755F Active
13391D80 4 TCPSVT3  VZR10 00000000 00000000 0059 00000000 Down Stopping

4 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

4 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1
TSDX control block summary

TSDX: 1323B0OC8

+0000 TSDX_ACRONYM............... TSDX

+0004 TSDX_LENGTH...vveennnnnns 0300

+0006 TSDX_VERSION........e.unnn. 0003

+0008  TSDX_FLAGS .+ v vvunnnnnnnnnn. 60000001

+000C  TSDX_ASCB. v vurnnnnnnnn. 00F7C280

+0010  TSDX_PROCNAME. .......n..... TCPSVT

+0018 TSDX CART..vvvveeeeennnnns 00000000 00000000
+0020 TSDX_CONSID...eeeernnnnnn. 00000001

40024 TSDX_TCBuvvunnnnnnnnnnn 007EC9A8

+0028 TSDX_TCB TOKEN............. 00001F78 00000008 00000003 007ECIA8
+0038 TSDX_TCPIP DS ALET......... 01FF0011

+003C  TSDX_TCPIP_DS_ADDR......... 00001000

+0040 TSDX_TCPIP DS_END.......... 19001000
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+0044 TSDX_ET_TOKEN.............. 7FFDID10

+026C TSDX_CSMSTATAREA........... 141C7A88
+0270  TSDX_CSMDUMPINFO........... 141C7A90
+0288 TSDX_AUTOLOG_TASK_ECB...... 807EC758
+028C  TSDX_AUTOLOG CB............ 1333C0A8
+0290 TSDX_SASTRT ECB............ 807EC758
+0294  TSDX XFCVT. . .evvvrreennnns. 13096410
+0298  TSDX_XCFLOCK.....eeeeunnnn. 00000000 00000000 00000000 D7D609O1

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS TSEB

Use this subcommand to display the TSEB server anchor block.
Syntax

TITLE

)—| LnoriTie)

»»—TCPIPCS—TSEB

v
A

|-—TCP ( tc
— p_proc_name
_[tcp_index——l_

Parameters

TCP, TITLE, NOTITLE
See [“Parameters” on page 179| for a description of these parameters.

Sample output of the TCPIPCS TSEB subcommand
The following is sample output of the TCPIPCS TSEB subcommand:

TCPIPCS TSEB
Dataset: IPCS.MV21381.DUMPA

Title: SLIP DUMP ID=TC

The address of the TSAB is: 13391BCO

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
13391C00 1 TCPSVT V2R10  1323B000 1323BOC8 O7DE 04041405 Active
13391C80 2 TCPSVT2  V2R10 00000000 00000000 O7E8 00000000 Down Stopping
13391D00 3 TCPSVT1  V2R10  12FC3000 12FC30C8 0080 94FF755F Active
13391D80 4 TCPSVT3  V2R106 00000000 00000000 0059 00000000 Down Stopping

4 defined TCP/IP(s) were found
2 active TCP/IP(s) were found

4 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPSVT. Index: 1
TSEB control block summary

TSEB: 13391C00

+0000 TSEB_ACRONYM.......... TSEB
+0004 TSEB_LENGTH........... 0080
+0006 TSEB_VERSION.......... 0003
+0008 TSEB_FLAGS............ 82000000
+0008 TSEB_STATUS........... 82

+000C TSEB_REQUESTORS....... 00000000
+0010 TSEB_TCPIP_NAME....... TCPSVT
+0018 TSEB SI............... 01
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+0019 TSEB_IID.............. 04
+001A TSEB_TCPIP_VERSION.... 0510

+001C TSEB_TSDB.....ew...... 13238000
+0020 TSEB LX.vrvreennnnnn.. 00002E00
+0024 TSEB TCA....vvvenn.... 11469E50
+0028 TSEB_TRACE_OPTS....... 04041405
+002C TSEB_TRACE OPT2....... 00000000
+0034 TSEB_SCHEDULED_EVENTS. 00000000
+0038 TSEB ASID............. 07DE
+003C  TSEB_LPA SADDR........ 11A719E0
+0040 TSEB_LPA_EADDR........ 11C62FFF
+0044 TSEB_QDIO_BGRP_Qe..... 1320A648
+0048 TSEB_EZBITDCR......... 9320ACF8
+004C TSEB_ITCVT............ 1323B3C8
+0050 TSEB_BGRP Q@.......... 1320A608
+0054 TSEB DUAF............. 130A4010
+0059 TSEB_TOKENID.......... 000015
+005C TSEB_TCMTPTR.......... 132072F0
+0060 TSEB_EZBITCOM_LEN..... 00007D28
+0064 TSEB_CS390_VERSION.... 020A
+0068 TSEB CSMFREE.......... 1320A548
+006C TSEB_TCPIP_STOKEN..... 00001F78 00000008
+0074 TSEB_CSMPACK.......... 1320A588
+0078 TSEB SOCA............. 140BAEBS
+007C  TSEB_CSMPACKQDIO...... 1320A5C8

Analysis of Tcp/Ip for TCPSVT completed

TCPIPCS TTLS

Display information about Application Transparent Transport Layer Security
(AT-TLS), AT-TLS groups, and AT-TLS connections.

Syntax
»>—TCPIPCS—TTLS >
ALL SUMMARY
L( S 1 Bl )J
—variable_item i:CONNﬂ |—DETAIL—I
L GROUP
Y variable list
TITLE
|—TCP—(—[tcp_proc_name )—| |—NOTITLE—|
tcp_index
Parameters
If no parameters are specified, both AT-TLS connections and AT-TLS groups are

summarized.
*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.

variable list
From 1 - 32 of the following variable parameters can be repeated, each
separated by a blank space, within parentheses:

Variable parameters are:
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TCB_address
Displays AT-TLS information for the connection with this address. An
address is specified as 1-8 hexadecimal digits. An IPCS symbol name can
be specified for an address. If an address begins with a—f or A-F, prefix the
address with a zero to avoid the address being interpreted as a symbol
name or as a character string.

group_address
Displays information for the AT-TLS group with this address. An address
is specified as 1-8 hexadecimal digits. An IPCS symbol name can be
specified for an address. If an address begins with a—f or A-F, prefix the
address with a zero to avoid the address being interpreted as a symbol
name or as a character string.

connection_id
Displays AT-TLS information for the connection with this connection ID.
An ID is specified as 1-8 hexadecimal digits.

group_id

Displays information for the AT-TLS group with this group ID. An ID is
specified as 1-8 hexadecimal digits.

In addition to the variable parameters described above, the following keyword
parameters can be specified:

CONN
Display only information for AT-TLS connections.

GROUP
Display only information for AT-TLS groups.

ALL
Display information for both AT-TLS connections and groups. ALL is the
default.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the contents of the
control blocks.

TCP, TITLE, NOTITLE
See [‘Parameters” on page 179 for a description of these parameters.

Rules:
* If you specify multiple keywords from the set {CONN, GROUP, ALL}, only the
last one is used.

* If you specify multiple keywords from the set {SUMMARY, DETAIL}, only the
last one is used.

Sample output of the TCPIPCS TTLS subcommand
The following is sample output of the TCPIPCS TTLS subcommand:
TCPIPCS TTLS(x )

Analysis of Tcp/Ip for TCPCS4. Index: 2
TCP/IP Analysis

TCPIP Main TTLS Control Block (EZBZTTLS)
EZBZTTLS: 7F1E10F0
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+0000
+0008
+0008
+0008
+000C
+0010
+0014
+0014
+0014
+0015
+0016
+0017
+0018
+001C
+001D
+001E
+001F
+0020
+0024
+0028
+0030
+0034
+0038
+003C
+0040
+0040
+0040
+0044
+0044
+0048
+004C
+0050
+0054
+0058
+0058
+005B
+005C
+0060
+0060
+0064
+0068
+006C
+0070
+0078
+007C
+0080
+0084
+0088
+008C
+0090
+0090
+0090
+0094
+0094
+0098
+009C
+00A0
+00A8
+00AC
+00BO

TTLS_ACRONYM.......... EZBZTTLS
TTLS_PART_LOCK........ 00000000
LOCK CDS. e vveennne.. 00000000

LOCK_SUSPENDED_GLOBAL. 00000000
LOCK_HOLDER........... 00000000
LOCK_SUSPENDED_LOCAL.. 00000000

LOCK_INFO............. D227030A
LOCK_INIT............. D227
LOCK_INIT1............ D2
LOCK_INIT2............ 27
LOCK_CLASS. .. eunn... 03
LOCK_LEVEL............ 0A
TTLS_FLAGL..@uvnnnn... £8000000
TTLS_PIPIADD CNT...... 00
TTLS_GRPCNT........... 0A

TTLS_TCB_CMPC_OFF..... 11

TTLS_ABEND_COUNT...... 00
TTLS_1STABEND......... 00000000
TTLS_TCBPTR........... 007D61C8
TTLS_RESMGR_TOKEN. . ... 00000669
TTLS_INBNDPARTG....... 7E447310
TTLS_OUTBNDPARTG. .. ... 7E447190
TTLS_PCT_STATE........ 0000000F
TTLS_PCT_INSTANCEID... 4E42929D
TTLS_WORKQ.....vv..... 00000000
ITLFPUBLIC....oe'unns. 00000000
TTLFHEAD. ..vveennnns. 00000000
ITLFPRIVATE........... 00000000
ITLFTAIL . cuvveennnns. 00000000
TTLS_TERM_ECB......... 80706120
TTLS_INIT ECB......... 00000000
TTLS_EOT ECB.......... 007FF180
TTLS_WORKQ_ECB........ 807D6120
TTLS_CLEANUP_TIMER. ... 00000000
TID EYE..... eeennnn.. 000000
TID BITS..eeuunnnnns. 00

TID MSEC..'uuunnnnnn.. 00000000
TID CDS.'eennnnnnnnns. 00000000
TID FLAGS....euvrne... 00000000
TID TQE.nnnnnnns. 00000000
TTLS_MODLIST.......... 7F1E11B4
TTLS_GROUPNUM. ........ 00000069
TTLS_TGRP_HT TOKEN.... 7F54E070
TTLS_CLEANUP_ECB...... 00000000
TTLS_MAX_SRBS......... 00000005
TTLS_CURR SRBS........ 00000000
TTLS WE CNT....vvnn... 00000000
TTLS_PIPI_ECB......... 80706120
TTLS_PIPI_POOLPTR..... 7F5439B0
TTLS_PIPI_SUSPQ....... 00000000
ITLFPUBLIC............ 00000000
ITLFHEAD. ..veeeennnnns 00000000
ITLFPRIVATE........... 00000000
ITLFTAIL. . veeeeennnns 00000000
TTLS_ENVNUM........... 0000002C
TTLS_GLBLTHD.......... 00000028

TTLS_SECOND_HT TOKEN.. 7F58B250
TTLS_MSGQ_CNT......... 00000002
TTLS_LATCH_SET_COUNT.. 00000006
TTLS_LATCH_QUEUE...... 7DEOC760

0 TLMST Work Requests Formatted
TTLS Secondary Map hashtable entries

Pri_TCB@ PID
7E7AIF10 0200006F

TCB@

Local IP..Remote IP

ConnID  TLSXe@ Proto

7E7A1F10 0000015D 7E308130 TLSV1.2 C02B

LocalSocket:

10.81.4.4..1046

00000000
00000000

00000000

00000000

00000000

00000000

00000004

00000000

00000005

000000D5

USER11

00000000 D227030A

00000000 00000000

offff:10.81.4.4..::ffff:10.81.4.4
Cipher Jobname UserID

Cert@
7E328F18

CertId

USER1

Chapter 6. IPCS subcommands

271



RemoteSocket: 10.81.4.4..50500

Tcb_tcp_state: Established

Tcb Tt1sFlags:Ttls_Gate Ttls_Enabled Ttls_Started
TLSX_Flags_Bl: v3Header Fast_Local

TLSX_Flags_B2: Check_Reset Data_Seen
TLSX_Flags_B3:

TLSX_Flags_B4: LookUp_Done

TLSX_Flags_B5:

TTLSRule(7E3B1B90) : ttls_ruleC
TTLSGroupAction(7E337D10): group_action2
TTLSEnvironmentAction(7E3AAF10): environment_action2
TTLSConnectionAction(7E3AB610): connection_action2

15 TCBs Found
3 TCBs Formatted

TTLS Group: group_actionl
Address Group Id Conns Tasks Elements Created
7E305D70 63 2 4 0 2011/08/10 14:15:57

TTLS Environment: environment_actionl
Address  Env Id Conns Rcode Env Type Idle Time(Valid for 0 Conns)
7EOFF9BO 2B 1 0 Master 1900/01/01 00:00:0
TTLS Environment: environment_actionl
Address  Env Id Conns Rcode Env Type Idle Time(Valid for 0 Conns)
7E1CB2DO 2A 2 0 Process 1900/01/01 00:00:0
2 TTLS Environments Formatted
----- TTLS Worker TaskS-=-==---ceaeaaan
TTLS Worker Task: 7E25DA50
Ducb FuncCode Rcode Busy Idle Time
14F3B000 15 0 0 2011/08/10 14:16:55
TTLS Worker Task: 7E262350
Ducb FuncCode Rcode Busy Idle Time

14F3E000 3 0 0 2011/08/10 14:15:56
TTLS Worker Task: 7E25D890
Ducbh FuncCode Rcode Busy Idle Time
1527E000 3 0 0 2011/08/10 14:15:56

TTLS Worker Task: 7E25D190
Duch FuncCode Rcode Busy Idle Time
15296000 3 0 0 2011/08/10 14:15:56

4 TTLS Worker Tasks Formatted

0 TGRP Work Requests Formatted

----- TGRP Log Requests-----------=----

*xxx%x FolTowing in Reverse Order x*xxx
TLWE@ Clock Function Parml Parm2 ExtlLen
7E3DOC90 14:17:15.810123 WRITE_SYSLOG 00000007 7E3DOCC8 0000007B 00000000
1 TGRP Log Requests Formatted

10 TTLS Group Found
1 TTLS Group Formatted

TCPIPCS UDP

Use this subcommand to display the Master UDP Control Block (MUCB) and any
UDP Control Blocks (UCBs) in the UDP hash tables or link list.

Syntax

»—TCPIPCS—UDP

v

272 z/0S V2R1.0 Communications Server: IP Diagnosis Guide



v
v

L( . |—SUMMARY—| )J

variable item———— |—DATAQ—| |—DETAIL—I

(—~—variable list—\—)—

|—TCP—(—[tcp_proc_name )J |—NOTITLEJ

tep_index

Parameters
If no parameters are specified, all UDP control blocks are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable_list
You can repeat from 1-32 of the following variable parameters, each separated
by a blank space, within parentheses:

Variable parameters are:

jobname
Displays only the UDP control blocks with this job name. The job name
can be a TCP/IP application name or a stack name. A job name is 1-8
alphanumeric characters.

UCB_address
Displays only the UDP control block with this address. An address is
specified as 1-8 hexadecimal digits. An IPCS symbol name can be specified
for an address. If an address begins with digit a—f or A-F, prefix the
address with a zero to avoid the address being interpreted as a symbol
name or as a character string.

connection_id
Displays the UDP control block with this connection ID. A connection ID is
specified as 1-8 hexadecimal digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

DATAQ
Formats UCBs which have data queued on the RECEIVE queue.

SUMMARY
Formats the MUCB contents and lists all the UDPs in one cross-reference table.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL formats the contents of the
UCBs.

TCP, TITLE, NOTITLE
See [“Parameters” on page 179|for a description of these parameters.
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Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS UDP subcommand
The following is sample output of the TCPIPCS UDP subcommand:

TCPIPCS UDP
Dataset: IPCS.R8A0723.RASDUMP
Title:  EZRPE0OO5
The address of the TSAB is: 098221F0
Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status
09822230 1 TCPCS V1R5 08E85000 O8E850C8 O01E 9FFF7E7F Active
098222B0 2 TCPCS2 V1R5 08937000 089370C8 O1F6 9FFF7E7F Active
2 defined TCP/IP(s) were found
2 active TCP/IP(s) were found
2 TCP/IP(s) for CS VIR5 found

Analysis of Tcp/Ip for TCPCS. Index: 1
User Datagram Protocol Control Block Summary
MUCB: 7F50B248

+0000 UMUCBEYE. MUCB USTKLNKD. 01 UDRVSTAT. 00

+0008 UMUCB6FLG.......... 00010000

+0009 UGSTKLNKD.......... 01

+000B UGDRVSTAT.......... 00

+000C UOPENPRT. 00000000 UFREEPRT. 041C MCBMUTEX. 00000000

00000000 00000000 D7D60402

+0028 UDPCFG... 00000001 OOOOFFFF OOOOFFFF 00000001 80000000
00000000

+0040 UDPCFG2.. 00000001 OOOOFFFF OO0OOFFFF 00000001 80000000
00000000

+0058 UDPMIB... 00000008 0000004B 00000000 0000004D
USBCAST.. 00000000 USLPBACK. 00000000 USDN

+0074 USRCVBUF. OOOOFFFF USSNDBUF. O0OOFFFF UFGPRC... 00
USERIALV. 00000003 USERIAL1. 00000000 ULAS

+008C ULASTPRT. 0000 ULASTUCB. 00000000 USERIAL2. 00000000
UIPWRQ@.. 7F407968 UIPRDQ@.. 7F407928 UIP6

+00A4 UIP6RDQE. 7F207928

+00BC UDMULTI_NUM........ 00000000

+00CO UDMUX_TOKEN........ 7F407B88 00000003
+00DO0 UDMULTIE. 00000000

+00D4 UD6MULTI_NUM....... 00000000

+00D8 UD6MULTI@.......... 00000000

+00DC  UD6MUX_TOKEN....... 7F207B88 00000006
+00E4 UD6MUX_MULTI_TOKEN. 00000000 00000000
IPv6 Unicast Hash Table

ucB ResrcID ResrcNm TpiState Port IPAddr

7F2FCDOO 0000000C TCPCS WLOUNBND ::0

1 UCB(s) FOUND
1 UCB(s) FORMATTED

IPv4 Unicast Hash Table

ucB ResrcID ResrcNm TpiState Port IPAddr
7F50C000 00000004 TCPCS WLOUNBND 0.0.0.0
1 UCB(s) FOUND

1 UCB(s) FORMATTED

IPv6 Multicast Hash Table
0 UCB(s) FOUND

0 UCB(s) FORMATTED

IPv4 Multicast Link List
0 UCB(s) FOUND

0 UCB(s) FORMATTED

Analysis of Tcp/Ip for TCPCS completed
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TCPIPCS VMCF

Use this subcommand to display information about VMCEF (Virtual Machine
Communication Facility) and IUCV (Inter-User Communication Vehicle) users.

Syntax

v

»»—TCPIPCS—VMCF L
( *

|—SUMMARY—| )J

variable_item———— LDETAILJ
(——variable_list—I—)—
TITLE

" |—TCP (—[tc
— p_proc_name
tcp_index——l_

Parameters
If no parameters are specified, all VMCF control blocks are summarized.

*  An asterisk is used as a placeholder if no variable parameters are specified.

variable item
Any one of the following variable parameters.

variable_list
You can repeat from 1 - 32 of the following variable parameters, each separated
by a blank space, within parentheses:

Variable parameters are:

user_id
Displays only the VMCEF control block associated with this user ID. A
user_id is 1 - 8 alphanumeric characters.

ASCB_address
Displays only the VMCEF control blocks associated with this address space
control block address. An address is specified as 1-8 hexadecimal digits. An
IPCS symbol name can be specified for an address. If an address begins
with digit a—f or A-F, prefix the address with a zero to avoid the address
being interpreted as a symbol name or as a character string.

ASID_number
Displays only the VMCEF control blocks associated with this address space
identifier. An ASID is specified as one to four hexadecimal digits.

In addition to the variable parameters described above, you can specify the
following keyword parameters:

SUMMARY
Formats the VMCF control blocks in one cross-reference table. SUMMARY is

the default.

DETAIL
In addition to the SUMMARY display, DETAIL formats the contents of selected
VMCF USER control blocks.
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TCP, TITLE, NOTITLE
See [‘Parameters” on page 179|for a description of these parameters.

Rule: If you specify multiple keywords from the set {SUMMARY, DETAIL}, only
the last one is used.

Sample output of the TCPIPCS VMCF subcommand
The following is sample output of the TCPIPCS VMCF subcommand:

TCPIPCS VMCF ((* ) SUMMARY)

Dataset: IPCS.JW11111.DUMPA

Title:  IPCS VMCF DUMP

The address of the TSAB is: O8EBC180

Tseb SI Procedure Version Tsdb Tsdx Asid TraceOpts Status

O8EBC1CO 1 TCPCS V2R10  089DCO0O 089DCOC8 O1F7 9FFFFF7F Active

1 defined TCP/IP(s) were found
1 active TCP/IP(s) were found

1 TCP/IP(s) for CS V2R10 found

Analysis of Tcp/Ip for TCPCS. Index: 1
TCPIP VMCF Analysis

XINF at 09813000

VMCF CVT : 00A44078
User Array : 09813090
Userid Count |
Userid Array : 09817050
Userid : VMCF
MSGBUILD : 89802838
MVPMSGS : 8981A290
Ecb : 00000000
TNF CVT : 00A63808
VMCF QD : 00000000
VMCF QD Count : 0
TNF Manager Area : OOOO8FEO
SMSG Id : 0

USER at 09813C50
Userid : USER18
Asid : 005D

No UserData
Analysis of Tcp/Ip for TCPCS completed

TCPIPCS XCF

Use this subcommand to produce a cross-system coupling facility (XCF) analysis
report.

Syntax
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»—TCPIPCS—XCF

v

L( |—ALL—| |—SUMMARY—| )J
ECON% |—DE'I'AILJ
DEST
WLM

TITLE

)—| |—NOTITLE—| )

" |—TCP ( tc
— p_proc_name
_[tcp_index——l_

Parameters
If no parameters are specified, the dynamic VIPA hash table and partner tables are
summarized.

CONN
Display only connection hash table optional information.

DEST
Display only destination hash table optional information.

WLM
Display only workload manager optional information.

ALL
Display all optional information. ALL is the default.

SUMMARY
Formats the XCF control blocks in one cross-reference table. SUMMARY is the
default.

DETAIL
In addition to the SUMMARY display, DETAIL formats the contents of XCF
control blocks.

TCP, TITLE, NOTITLE
See ["Parameters” on page 179|for a description of these parameters.

Rules:
* If you specify multiple keywords from the set {ALL, CONN, DEST, WLM}, all of
the keywords that you specify are used.

* If you specify multiple keywords from the set {[SUMMARY, DETAIL}, only the
last one is used.

Sample output of the TCPIPCS XCF subcommand
The following is sample output of the TCPIPCS XCF subcommand:
TCPIPCS XCF

Dataset: IPCS.MV20603.DUMPA

----XFCVT information----

XFCVT@ 12CC7410 Member Name RUSSIATCPSVT
Local PTB 12CC752C PTB Chain  1276A410
DVIPAHashT@ 13239408 IPHashT@ 12A9C010
ConnRteHashT@ 12A9B010 DPTHashT@  1277D010
WLMData@ 00000000 PolicyPart@ 7F635108

----DVIPA Hash Table----
DVIPA Hash Table at 13239408
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Hash table has size 2056 bytes

DVIPA address 197.11.200.2 index 3

MVSName/TCPName Status/Rank
RUSSIA/TCPSVT 32/255
GERMANY/TCPSVT 12/0

Found 9 entries in the DVIPA Hash Table.

----Partner Table Control Block----
Partner Table at 12CC752C
NextPtr: 00000000

MVSName: RUSSIA CPName: RUSSIA
TCPname: TCPSVT IPTable: 12D6F140
IPCount: 21 IPEntries@: 1322DOE8

----Dynamic VIPA Table----
Sending Partner@: 128E1410 GERMANY/TCPSVT

Current Dynamic Home Address: 199.11.87.104
Table Address: 12A98(C10 Table Length: 8208
Number of Table Entries: 7
DVIPA entry at 12A98C40
DVIPA origin: DEFINE Dist Status: Unknown:0
DVIPA Flags: MovelImmed
DVIPA Flag2: ()
IP address: 197.11.104.10 Mask: 255.255.255.0

----Partner Table Control Block----

Partner Table at 1276A410

NextPtr: 12659410

MVSName: SPAIN CPName: SPAIN
TCPname: TCPSVT IPTable: 13BA63A0

ERRNO command

278

Use the ERRNO command to search for the name and description of constants
used for ERRNO, ErrnoJr, module ID, reason code, and ABEND reason code.

Syntax

Parameters

»»—ERRNO .
—L——l—value—
type
—hame——
type

The optional type of value provided:
A Abend code

E Errmo

z/0S V2R1.0 Communications Server: IP Diagnosis Guide



J Errno]r
M Module ID
R Reason code (default)

value
The decimal or hexadecimal value to be converted. By default, the value is
assumed to be a hexadecimal number. If the value is less than the maximum
size for its type, the value is padded on the left with zeros. Choices are:

hhhhhhhh
An address consisting of 1-8 hexadecimal digits ending with a period.
The value at that address is interpreted.

hhhhhhhh
An ERRNO, ERRNO junior, reason code, ABEND code, or module ID
consisting of 1-8 hexadecimal digits.

hhhhhhhhx
An ERRNO, ERRNO junior, or a module ID consisting of 1-8
hexadecimal digits followed by the letter x.

ddddddddn
An ERRNO, ERRNO junior, or a module ID consisting of 1-8 decimal
digits followed by the letter n.

name
The name of a module, an ERRNO, an ErrnoJr, or an ABEND reason code.

Note: If the name is not found, ERRNO attempts to interpret the name as a
hexadecimal value.

Sample output of the ERRNO command

This section shows sample outputs of the ERRNO command.

For reason code by hexadecimal value output, code the following:
Command ===> errno r 74be72e9
ReasonCode: 74BE72E9

Module: EZBITSTO Errnodr: 29417 JRCMNOCSM
Description: Cache Manager encountered a CSM storage shortage

For reason code by address, where the value at address 07093F98 is 74717273, code
the following. Type R (reason code) is the default.

Command ===> errno 7093f98.

ReasonCode: 74717273
Module: EZBPFWRT Errnodr: 29299 JRARPSVNOTDEFINED
Description: The ATMARPSV name specified is not defined

For reason code by Errno in decimal, code the following;:

Command ===> errno e 129n

Errno: 00000081(129) : ENOENT
Description: No such file, directory, or IPC member exists

For reason code by ErrnoJr in hexadecimal, code the following:
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Command ===> errno j 6¢

ErrnoJr: 0000006C(108) : JRFILENOTTHERE
Description: The requested file does not exist

For reason code by abend code in decimal, code the following:
Command ===> errno a 9473n

Abend Reason Code: 00002501
Module: Unknown Reason: TcpitStorNoCSMstorage
Description: No CSM storage available

For reason code by module ID in hexadecimal, code the following:
Command ===> errno m 74be
Moduleld: 74BE(29886) : EZBITSTO EZBTIINI
For reason code by module name, code the following:
Command ===> errno ezbifinb
Moduleld: 7418(29720) : EZBIFINB EZBTIINI
For reason code by ERRNO name, code the following;:
Command ===> errno ebadf

Errno: 00000071(113) : EBADF
Description: The file descriptor is incorrect

For reason code by ErrnoJr name, code the following:

Command ===> errno  jrmaxuids

Errnodr: 00000013(19) : JRMAXUIDS
Description: The maximum number of OpenMVS user IDs is exceeded

For reason code by ABEND reason name, code the following:
Command ===> errno tcpbadentrycode
Abend Reason Code: 00000401

Module: Unknown Reason: TcpBadEntryCode
Description: Bad Entry code to module

ICMPHDR command
This section describes the ICMPHDR command.

Use the ICMPHDR command to display the ICMP header fields.

Syntax

»>—ICMPHDR——icmp_address

Y
A

—skdb_address—  —Size— L |—ALL J
—skmb_address—| * HELP—( )
* FUNCTION—
OPERANDS—
SYNTAX—
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Parameters

* To omit this positional parameter when using the HELP keyword.

icmp_address
The address of an ICMP header or the symbol for the address.

Skdb_address
The address of an SKDB control block or the symbol for the address.

skmb_address
The address of an SKMB control block or the symbol for the address.
size
The amount of data to display. If the size is greater than the size of the header,

the variable portion of the header is displayed if it exists. Must be one to three
hexadecimal digits.

HELP
Display IPHDR usage and syntax information instead of the control blocks.

ALL
Display function, operands, and syntax information for the IPHDR command.
ALL is the default.

FUNCTION
Display only function information.

OPERANDS
Display only operand information.

SYNTAX
Display only syntax information.

Rule: If you specify multiple keywords from the set {ALL, FUNCTION,
OPERANDS, SYNTAX], all of the keywords that you specify are used.

Sample output of the ICMPHDR command

Following is sample output of the ICMPHDR command.
ICMPHDR 9D77428 256

ICMPv6

Type/Code : ECHO Request CheckSum: 4F51 0000
Id : 0028 Seq: 0

Time : 2002/05/23 18:43:00.332756

Echo Data : -8

000000 3CED3834 000513D4 08090A0B OCODOEOF |<.84............
000010 10111213 14151617 18191A1B 1CIDIELIF |...ueeenennnnnn.
000020 20212223 24252627 28292A2B 2C2D2E2F | !"#$%&' () *+,-./
000030 30313233 34353637 38393A3B 3C3D3E3F |0123456789:;<=>?
000040 40414243 44454647 48494A4AB ACADAEAF |@ABCDEFGHIJKLMNO
000050 50515253 54555657 58595A5B 5C5D5ESF | PQRSTUVWXYZ.\.~
000060 60616263 64656667 68696A6B 6C6D6E6F | “abcdefghijklmno
000070 70717273 74757677 78797A7B 7C7D7E7F pqrstuvwxyz{|}”.
000080 80818283 84858687 88898A8B 8C8DSESF |.....vveeeeunnn.
000090 90919293 94959697 98999A9B 9CIDIEIF |.....cvvvvvunnn.
0000A0 AOA1A2A3 A4A5A6A7 ABA9AAAB ACADAEAF |..eveeveenennnn.
0000BO BOB1B2B3 B4B5B6B7 B8B9BABB BCBDBEBF |.........c.c......
0000CO COC1C2C3 C4C5C6C7 C8CICACB CCCDCECF |euvvenenennnnnns
0000DO DOD1D2D3 D4D5D6D7 D8DIDADB DCDDDEDF |...eeeeueeennnn.
00OOEO EOE1E2E3 E4ESE6E7 ESE9EAEB ECEDEEEF |......cevvvun...
0000FO FOF1F2F3 FAF5F6F7 F8F9FAFB FCFDFEFF |.....cceveenn...

Protocol Header : 8
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000000 80004F51 00280000

Data : 590 Data Length: 0

000000 3CED3834 000513D4 08090A0B OCODOEGF |....... Meooonnnn
000010 10111213 14151617 18191A1B 1CIDIELF |..ceuvevenneennn.
000020 20212223 24252627 28292A2B 2C2D2E2F |...evvvvunvennn.

IPHDR command
Use the IPHDR command to display the IP header fields.

Syntax
»>—IPHDR——ip_header_address >

—rcb_address —S ize— L |—ALL J
—tcb_address * HELP—( )
—ucb_address FUNCTION—
—skmb_address OPERANDS—
—skdb_address SYNTAX—

Parameters

*  To omit this positional parameter when using the HELP keyword.

ip_header _address
The address of an IP header or the symbol for the address.

rcb_address
The address of a raw control block or the symbol for the address.

tcb_address
The address of a TCP/IP TCB control block or the symbol for the address.

uch_address
The address of a UDP control block or the symbol for the address.

Skmb_address
The address of an SKMB control block or the symbol for the address.

Skdb_address
The address of an SKDB control block or the symbol for the address.

size
The amount of data to display. If the size is greater than the size of the header,
additional protocol headers (if any) are displayed. Must be one to three
hexadecimal digits.

HELP
Display IPHDR usage and syntax information instead of the control blocks.

ALL
Display function, operands, and syntax information for the IPHDR command.
ALL is the default.

FUNCTION
Display only function information.

OPERANDS
Display only operand information.
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SYNTAX
Display only syntax information.

Rule: If you specify multiple keywords from the set {ALL, FUNCTION,
OPERANDS, SYNTAX], all of the keywords that you specify are used.

Sample output of the IPHDR command
The following is a sample output of the IPHDR command:
IPHDR 09D77400 300

IP Header: 09D77400

IpHeader: Version : 6 Header Length: 40
Class: : 00 Flow: 000000
Payload Length . 264
Hops : 255 Protocol: ICMPv6
Source IR
Destination HEEEN|

ICMPv6
Type/Code : ECHO Request CheckSum: 4F51 0000
Id : 0028 Seq: 0
Time ed : 2002/05/23 18:43:00.332756
Echo Data : 256

000000 3CED3834 000513D4 08090A0B OCODOEOF [<.84............
000010 10111213 14151617 18191A1B 1CIDIELF |......cevunnnnn.
000020 20212223 24252627 28292A2B 2C2D2E2F | !"#$%&' ()*+,-./
000030 30313233 34353637 38393A3B 3C3D3E3F [0123456789:;<=>?
000040 40414243 44454647 48494A4B 4CADAEAF [GABCDEFGHIJKLMNO
000050 50515253 54555657 58595A5B 5C5D5ESF |PQRSTUVWXYZ.\.~_
000060 60616263 64656667 68696A6B 6C6D6EGF |~ abcdefghijklimno
000070 70717273 74757677 78797A7B 7C7D7E7F |pqrstuvwxyz{|}~.
000080 80818283 84858687 88898A8B 8C8DBESF [........evuvuunn.
000090 90919293 94959697 98999A9B 9CIDIEIF |........ccvvvnn.
0000A0 AOA1A2A3 A4A5A6A7 ABA9AAAB ACADAEAF [...vvvvvvnnnnnn.
0000BO BOB1B2B3 B4B5B6B7 BBBIBABB BCBDBEBF [................
0000CO COC1C2C3 C4C5C6C7 CBCICACB CCCDCECF [.vvvnievnnvennn.
0000D0 DOD1D2D3 D4D5D6D7 D8DIDADB DCDDDEDF [........eeunnn..
0000EO EOE1E2E3 E4ESE6E7 EBE9EAEB ECEDEEEF |................
0000FO FOF1F2F3 F4F5F6F7 F8F9FAFB FCFDFEFF [................

IP Header . 40
000000 60000000 01083AFF 00000000 00000000 00000000 00000001 00000000 00OOOOO
000020 00000000 00000001

Protocol Header : 8
000000 80004F51 00280000

Data 1 720 Data Length: 256

000000 3CED3834 000513D4 08090A0B OCODOEGF |....... Mevoonnnn <B4,
000010 10111213 14151617 18191AIB ICIDIELF |.iuiieininienenn teennnnennnnnnas
000020 20212223 24252627 28292A2B 2C2D2E2F |.veuveieeneennn. P'#$%8" () *+,-./
000030 30313233 34353637 38393A3B 3C3D3E3F [.evvveeenneennn. 0123456789: ;<=>7
000040 40414243 44454647 48494A4B ACADAEAF | ......... ¢.<(+| @ABCDEFGHIJKLMNO
000050 50515253 54555657 58595A5B 5C5D5ESF |&.........1$%);~ PQRSTUVWXYZ.\.~_
000060 60616263 64656667 68696A6B 6C6D6E6F [-/......... ,%_>7 “abcdefghijklimno
000070 70717273 74757677 78797A7B 7C7D7E7F |......... T:#0'=" pgrstuvwxyz{|}~.

000080 80818283 84858687 88898A8B 8C8DBE8F |.abcdefghi...... .covvviviiinnnn.
000090 90919293 94959697 98999A9B 9CIDIEIF |[.jklmnopgr...... ..eeveiveennnnn.
0000A0 AOALIAZ2A3 A4A5A6A7 ABA9AAAB ACADAEAF |..STUVWXYZ..ever vivininiennnennnns
0000BO BOB1B2B3 B4B5B6B7 B8BIBABB BCBDBEBF [......cvvviiiiit viiiiiineennnnn.
0000CO COC1C2C3 C4C5C6C7 CBCICACB CCCDCECF |.ABCDEFGHI...... «iovviiinniinnnn.
0000DO DOD1D2D3 D4D5D6D7 DBDIDADB DCDDDEDF |.JKLMNOPQR...... ...oiivvnnianns.
OOOOEO EOE1E2E3 E4ESE6E7 ESE9EAEB ECEDEEEF |[..STUVWXYZ...... ceciiiiieennnn..
0000FO FOF1F2F3 FA4F5F6F7 F8FOFAFB FCFDFEFF |0123456789...... «ccviiiiniinnnn.
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RESOLVER command

Use the RESOLVER command to format and summarize resolver control blocks
and cache information.

Syntax
TITLE
»—RESOLVER [ _|—| R
SUMMARY NOTITLE
¢ L)
variable_item———— LDETAILJ
(——variable_list—1—)—

| 2

A\
A

L M J

HELP—( )
FUNCTION—
OPERANDS—|

SYNTAX—

Parameters

If no parameters are specified, information about the Resolver is summarized.
*  An asterisk is used as a placeholder if no variable parameters are specified.

variable_item
Any one of the following variable parameters.

variable list
You can repeat from 1 - 32 of the following variable parameters, each separated
by a blank space, within parentheses:

Variable parameters are:

jobname
Displays only the Resolver control blocks for this job name. The job name
can be a TCP/IP application name or a stack name. Must be from 1-8
characters.

ASCB_address
Displays the Resolver control blocks with this address space control block
(ASCB) address. An IPCS symbol name can be specified for the address.
The address is specified as 1-8 hexadecimal digits. If an address begins
with digit A-F, prefix the address with a zero to avoid the address being
interpreted as a symbol name or as a character string.

ASID number
Displays the Resolver control blocks with this Address Space Identifier
(ASID). The ASID is a hexadecimal number containing one to four digits.

Restriction: To display the resolver cache information, the resolver address space

must be included in the dump and be specified as one of the address spaces to be
displayed.
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In addition to the variable parameters described above, you can describe the
following keyword parameters:

HELP
Display RESOLVER usage and syntax information instead of the control blocks.

ALL
Displays help about the function, operands, and syntax information for the
RESOLVER command. ALL is the default.

FUNCTION
Display only function help information.

OPERANDS
Display only operands help information.

SYNTAX
Display only syntax help information.

SUMMARY
Displays the addresses of the control blocks and other data in tables.
SUMMARY is the default.

DETAIL
In addition to the SUMMARY display, DETAIL also shows the contents of the
control blocks.

TITLE
The title contains information about the dump and about the RESOLVER
command. The title information is displayed as the default. The title contains
the following information:
* RESOLVER command input parameters.
¢ Dump data set name.

* Dump title.

NOTITLE
Suppress the title lines. Use this when you are processing lots of commands on
the same dump and do not need to see the title information repeated.

Rules:

* If you specify multiple keywords from the set {TITLE,NOTITLE}, only the last
one is used.

* If you specify multiple keywords from the set {[SUMMARY, DETAIL}, only the
last one is used.

* If you specify multiple keywords from the set {ALL, FUNCTION, OPERANDS,
SYNTAX}, all of the keywords that you specify are used.

Sample output of the RESOLVER command

The following is sample output of the RESOLVER command with only DETAIL
specified:

RESOLVER = DETAIL
Dataset: D74L.AA112546.DUMP3
Title:  IPCS RESOLVER = DETAIL EXAMPLE

Resolver Analysis

RCRT: 019F9060
+0000 RCRTENT#. 0000001F RCRTRCVT. 9571E000

-- Array elements --
+0008 RCRTENTS. 019F9130 RCRTENTS. 019F92BC RCRTENTS. ©19F9448 RCRTENTS. 019F95D4 RCRTENTS. 019F9760 RCRTENTS. 019F98EC
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+0020
+0038
+0050
+0068

RCVT:
+0000
+0004
+0008
+000C
+0010
+0014
+0018
+001C
+0020
+0024
+0028
+002C

+0030
+00AC
+0128

+0130
+01AC
+0228

+0230
+02AC
+0328

+0330
+03AC
+0428

+0430
+04AC
+0528

+0530
+05AC
+0628

+0630
+06AC
+0728

+0730
+07AC
+0828

+0830
+08AC
+0928

+0930
+0934
+0938
+093C
+0940
+0948
+094C
+0950
+0954
+095C
+0964
+096C
+096E
+0970
+0974
+0978
+097C
+0980
+0984
+0988
+098C

+0990
+09C0O
+09F0
+0A20

+0A30

+0A60
+0A90

286

RCRTENTS. 019F9A78 RCRTENTS.
RCRTENTS. 019FA3CO RCRTENTS.
RCRTENTS. O19FABE8 RCRTENTS.
RCRTENTS. 01083010 RCRTENTS.

-- End of array --
9571E000

RCVTID...ouuu.. RCVT
RCVTASCB....... 00F8C400
RCVTETKN....... 7FF890D0
RCVTLX..vvnnnn 00002700
RCVTREFR....... 00000007
RCVTTCA........ 7FF5A868
RCVTTOPT....... F9000000
RCVTRSMT....... 15684000
RCVTDEFA....... 00000001
RCVTDEFI....... 00000002
RCVTGBLA....... 00000003
RCVTGBLI....... 00000004

-- Array elements --
RCVTCFG........

-- End of array

019F9C04
019FA4BC
019FAD74
01083010

RCVTDEFD....... 00000000
RCVTGBLD....... 00000000
RCVTDEFLHOSTD.. 00000000
RCVTGBLLHOSTD.. 00000000
RCVTCART....... 00000000 00000000
RCVTCNID....... 00000001
RCVTINID....... 00000000
RCVTABND....... 00000000
RCVTJOBN....... RESOLVER
RCVTSTIM....... C60B6057 BD64BCA6
RCVTPTIM....... 00000000 00000000
RCVTCSELOCK.... 00

RCVTUNRESP..... 0019
RCVTDEFLHOSTA.. 00000005
RCVTDEFLHOSTI.. 00000006
RCVTGBLLHOSTA.. 00000007
RCVTGBLLHOSTI.. 00000008
RCVTFLAGSCS. ... C0000001
RCVTSYME....... 860DCO00
RCVTRIMT....... 98000000
RCVTCSED....... 00000000

-- Array elements
RCVTNSCTABLE. . .
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. . .
00000000 00000000
00000000 00000000
00000000 00000000

00000000
00000004
00000000
00000000

00000000
00000000
00000000

0A000601
00000000
00000000
00000000

00000000
00000000
00000000

RCRTENTS.
RCRTENTS.
RCRTENTS.
RCRTENTS.

00000000
00000008
00000000

00000000
00000000
00000000

019F9D90
019FA5B8
019FAFO0
01083010

00000000
00000000
00000000

00000000
00000000
00000000

RCRTENTS.
RCRTENTS.
RCRTENTS.
RCRTENTS.

00000000
00000002
00000000

00000000
00000000
00000000
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019F9F1C
019FA744
019FAFFC
01083010

00000000
00000000
00000000

00000000
00000000
00000000

RCRTENTS.
RCRTENTS.
RCRTENTS.
RCRTENTS.

000000D8
00000005
00000000

00000000
00000000
00000000

019FAOA8
019FA8DO
94BB7180
01083010

00000000
00000000
00000000

00000000
00000000
00000000

RCRTENTS.
RCRTENTS.
RCRTENTS.
RCRTENTS.

00000000
00000002
00000000

00000000
00000000
00000000

019FA234
019FAA5C
01083010
019FBOF8

00000000
00000000
00000000

00000000
00000000
00000000



+0ACO

+0ADO
+0B0O
+0B30
+0B60

+0B70
+0BAO
+0BDO
+0C00

+0C10
+0C40
+0C70
+0CAO

+0CBO
+0CEQ
+0D10
+0D40

+0D50
+0D80
+0DBO
+0DEO

+0DFO
+0E20
+0E50
+0E80

+0E90
+0ECO
+0EFO
+0F20

+0F30
+0F60
+0F90
+0FCO

+0FDO
+1000
+1030
+1060

+1070
+10A0
+10D0
+1100

+1110
+1140
+1170
+11A0

+11B0O
+11E0
+1210
+1240

+1250
+1280
+12B0
+12E0

+12F0
+1320
+1350
+1380

+1390
+13C0
+13F0
+1420

+1430
+1460
+1490
+14C0

+14D0
+1500
+1530
+1560

+1570
+15A0

00000000 00000000
RCVTNSCTABLE. . .

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000

RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000

RCVTNSCTABLE. . .

00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
RCVTNSCTABLE. . .

00000000 00000000
00000000 00000000

00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000

00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
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00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
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+15D0
+1600

+1610
+1640
+1670
+16A0

+16B0
+16E0
+1710
+1740

+1750
+1780
+17B0
+17E0

+17F0
+1820
+1850
+1880

+1890
+18C0
+18F0
+1920

+1930
+1960
+1990
+19C0O

+19D0
+1A00
+1A30
+1A60

+1A70
+1AA0
+1ADO
+1B00

+1B10
+1B40
+1B70
+1BA0

+1BBO
+1BEO
+1C10
+1C40

+1C50
+1C80
+1CBO
+1CEO

+1CFO
+1D20
+1D50
+1D80

+1D90
+1D98
+1DA0
+1DA8
+1DBO
+1DB8
+1DCO
+1DC8
+1DDO
+1DD8
+1DEO
+1DFO
+1DF4
+1DF8
+1E00
+1E08
+1E10
+1E18
+1E20
+1E28
+1E30
+1E34
+1E38
+1E40
+1E44
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00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. ..

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000

RCVTNSCTABLE. . .

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. . .

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. . .

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
RCVTNSCTABLE. . .

00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000
00000000 00000000 00000000

-- End of array --

RCVTCACHELIMIT. ... 00000000
RCVTCACHECONST. ... 00000000

RCVTCACHECRIT..... 00000000
RCVTCACHEEXHST. ... 00000000
RCVTCACHESIZE..... 00000000
RCVTHTINSTID...... 00000000
RCVTHTABCPID...... 00000000
RCVTHTELCPID...... 00000000
RCVTNSRVCPID...... 00000000
RCVTLKUPCPID...... 00000000
RCVTNSRVTOKEN. .... 00000000
RCVTMAXTTL........ 00000000
RCVTMAXNEGTTL..... 00000000
RCVTCACHEREFS. .... 00000000
RCVTCACHEHITS..... 00000000
RCVTLSTOKEN....... 7F5E8DO0
RCVTCACHEHWM. . .... 00000000

RCVTCACHENEGSZ. ... 00000000
RCVTCACHENEGCP. ... 00000000

RCVTXMQ..evvvnnnn 00000000
RCVTGTDE@.......... 7F553FF0
RCVTOPTIONS....... 40A00000
RCVTGTDCKSM....... 8301F250
RCVTNSPT@......... 7E51D9EO

RCVTUNRESPDESIRED. 0000

00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
000000F2
00000000
00000000
00000000
00000000

ACAF13C2

00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000 00000000

00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000
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00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000



+1E48 RCVTMONMSG........ 00000000 00000000
+1E48 RCVTNSROUTD....... 00000000
+1E4C  RCVTUPSOUTD....... 00000000
+1E50 RCVTOMVSEXITECB... 807FF1E8
+1E54 RCVTMODGBLDECB.... 00000000
+1E58 RCVT_HC_RETRANS... 0000
Resolver Services Module Table

Module Table entries by Entry Point Address
Module  Epa Date Time PTF
EZBRESMT 15684000 2010/05/25 19:56:00 HIP61DO
EZBRESRV 15684498 2010/05/27 16:28:00 HIP61DO

EZBREARR 15691678 2010/05/27 16:24:00 HIP61DO
EZBRECSR 156929C0 2010/05/27 16:24:00 HIP61DO

edited out part of output

EZBRETRM 15718238 2010/05/27 16:28:00 HIP61DO
EZBRETRR 15718438 2010/05/27 16:28:00 HIP61DO

Resolver Address Space is RESOLVER (ASID 00OF)

Resolver setup file: SYS1.TCPPARMS(SETUPRES)
Resolver setup file warning messages: No

Lmod Asid
EZBRESRV 0001
EZBRESRV 0001
EZBRESRV 0001
EZBRESRV 0001

EZBRESRV 0001
EZBRESRV 0001

Global TCPIP.DATA file: /etc/TRDP3461_resolv.conf

Default TCPIP.DATA file: None
Global IPNODES file: None
Default IPNODES file: SYS1.TCPPARMS(IPNODES)
Common Search: Yes
Unresponsive Threshold: 25
Autoquiesce : Yes

Caching : Yes

Cache Limit : 209715200
Cache Size : 80352

Cache Status : Unconstrained
Cache Refs : 28

Cache Hits : 0

Cache Max Use: 80352

Max TTL : 2147483647

Max Neg TTL : 2147483647

Resolver Initialization Module Table

Module Table entries by Entry Point Address

Module  Epa Date Time PTF

EZBREIMT 18000000 2010/05/25 19:54:00 HIP61DO

EZBREINI 180002F8 2010/05/27 16:07:00 HIP61DO
edited out part of output

EZBRETRC 1802B258 2010/05/27 16:28:00 HIP61DO
EZBRETRM 1802BCA8 2010/05/27 16:28:00 HIP61DO

CTCA: 7FF5A868

Lmod Asid
EZBREINI 000F
EZBREINI 000F

EZBREINI 00OF
EZBREINI 00OF

+0000 CTCA_CBID....... CTCA
+0004 CTCA_CBSIZE..... 0398
+0006 CTCA_CBVER...... 0001
+0008 CTCA_CTNAME..... C5E9C2C3 C3E3DI9C3 0OF8C400 00000000

+0018 CTCA_CTTOKEN.... C60B6057 7FF5A868 15E5B300 00F8C400

+0028 CTCA_CURCTBS.... 7E5BCB58
edited out part of output

+0384 CTCA_OPTFLAG.... 00000000

+0388 CTCA_OPTNAME.... ........

+0390 CTCA_OPTFLAG.... 00000000
-- End of array --

Name Server Polling Task

NSPT: 7E51D9EO

+0000 NSPTID............. NSPT
+0004 NSPTFLAGS.......... €0000000
NSPTQUERYBUFFER. ...

+0008 91370000 00010000 00000000 03455A42
+0024 00010001 00000000 00000000 00000000
+0040 00000000 00000000

NSPT_STATE.........
+0048 00000001 00000001 00000281 00000001
+0064 00000000 00000000 00000000 00000000
+0080 00000000 00000000 00000000 00000000
+009C 00000000 00000000 00000000 00000000
+00B8 00000000 00000000 00000000 00000000
+00D4 00000000 00000000 00000000 00000000
+00FO 00000000 00000000 00000000 00000000
+010C 00000000 00000000 00000000 00000000
+0128 00000000 00000000 00000000 00000000
+0144 00000000 00000000 00000000 00000000
+0160 00000000 00000000 00000000 00000000
+017C 99819385 89878848 89829448 83969400

0653414D 504C4503
00000000 00000000

10020035 092A6A02
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
00000000 91370000
00000000 00000000
00000000 00000000

434F4D00
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
7F565180
A3839748B
00000000

Chapter 6. IPCS subcommands

289



+0198
+01B4
+01D0
+01EC
+0208
+0224
+0240
+025C
+0278
+0294
+02B0
+02CC
+02E8

+02F0
+030C
+0328
+0344
+0360
+037C
+0398
+03B4
+03D0
+03EC
+0408
+0424
+0440
+045C
+0478
+0494

+0498
+04B4
+04D0
+04EC
+0508
+0524
+0540
+055C
+0578
+0594
+05B0
+05CC
+05E8
+0604
+0620
+063C
+0658

+0660
+067C
+0698
+06B4
+06D0
+06EC
+0708
+0724
+0740
+075C
+0778
+0794
+07B0
+07CC
+07E8
+0804
+0820
+083C
+0858
+0874
+0890
+08AC

+08C8
+08E4
+0900
+091C
+0938
+0954
+0970
+098C
+09A8
+09C4
+09EO
+09FC
+0A18
+0A34
+0A50
+0A6C
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00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000002

NSPT_STATE_EXT

00000000
00000000
00000000
E2000000
00000000
00000000
00000000
00000000
00000000
00000000
0ODAE5E2
00000000
00000000
00000000
00000000
00000000

NSPT_STATE_IPVGEXT.

00000002
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
10000000
00000000
00000000
00000000
7E52D2F0

7F564984
00000000
00000000
00C3E2F3
00000000
00000000
00000000
00000000
00000000
00000000
09000000
00000000
00000000
00000000
00000000

1C130035
10020035
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

-- Array elements

NSPTNSTABLE

00000000
00000000
00000000
00000001
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

NSPTNSTABLE

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
7E4AFC3EO
00000100
00000000
00000000
00000000
00000000
7E4FC98C
00000001
1C130035
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
FIF00000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
21200000
0001FFFF

00000000
0908080C
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

7E52D760
00000000
00000000
00000000
00701700
00000000
00000000
00000000
00000000
0000001C
7E4FC3EO
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

7F5648B4
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
7F564270
000003E8

11110000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

0000001C
00000000
0000044F
00000000
00000008
00000000
00000000
00000000
00000000
7E52D788
00000000
11110000
00000000
000C6BA9
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

D4E5E2D9
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000001
7E52D7B4
00000000
EC000000
EOAF5EGE
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
7E52D498

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
000000F3
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
0000000C
00000000
00000001
91418000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
E3C307C3
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
FFFFFFFF
00000000

00006666
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00010000
18034FDO
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00006666
0000000A
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
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+0A88
+0AA4
+0ACO
+0ADC
+0AF8
+0B14

+0B30
+0B4C
+0B68
+0B84
+0BAO
+0BBC
+0BD8
+0BF4
+0C10
+0C2C
+0C48
+0C64
+0C80
+0C9C
+0CB8
+0CD4
+0CFO
+0D0C

+5050
+506C
+5088
+50A4
+50C0
+50DC

+50F8
+5114
+5130
+514C
+5168
+5184
+51A0
+51BC
+51D8
+51F4
+5210
+522C
+5248
+5264
+5280
+529C
+52B8
+52D4
+52F0
+530C
+5328
+5344

Resolver Cache

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

NSPTNSTABLE........

00000001
00000000
00000000
00000003
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000001
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
7E4FC3EO
00000100
00000000
00000000
00000000
00000000
7E4FCIC4
00000003
10020035
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

NSPTNSTABLE........

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

-- End of array -

Nameserver Cache

Hash Table Header

Instance

Active entries

Hash buckets

Index Element@

1
: 3
: 251

IP

IPv4 Fwlk Table@

00000000
00000000
00000000
00000000
00000000
00000000

7E52DC30
00000000
00000000
00000000
00701A00
00000000
00000000
00000000
00000000
00000010
7E4FC3EO
0908080C
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

Address

63 00000048_00108400 127.0.0.1

00000000_00000000 00000000_00000000 00000000_00000000

65 00000048_00108200 10.11.25.46

00000000_00000000 00000000_00000000 00000000_00000000

152 00000048_00108000 10.0.6.1

00000048_00005000 00000048_00003000 00000048_00007000

00000000
00000000
00000000
00000000
00000000
00000000

0000001C
00000000
0000044F
00000000
00000001
00000000
00000000
00000000
00000000
7E52DC58
00000000
00000000
00000000
000C6BA9
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

: 00000048_00001000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000001
7E52DC84
00000000
EC0O00000
EOAF6337
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

IPv4 Forward Lookup Cache for Nameserver 10.0.6.1

Hash Table Header

Instance

Active entries

Hash buckets

Index Element@

0 00000048_00109C00
26 00000048_00109800

35 00000048_00109A00

39 00000048_00109600
69 00000048_00108A00

: 3
: 11
: 251

Hos

M.C

M

tname

OM

: 00000048_00005000

BOGUSNAME. IBM. COX
WWW.IETF.ORG

BOGUSNAME. IBM. COX. IBM.COM
BOGUSNAME. IBM.COX.TCP.RALEIGH.IB NXDOMAIN 0.0.0.0

00000000
00000000
00000000
00000000
00000000
00000000

00000000
000000F3
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
0000000C
00000000
00000001
91418000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

Rcode

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00010000
18034FDO
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
0000000A
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

IPv6 Fwlk Table@ Rvlk Table@

IP Address

NXDOMAIN 0.0.0.0

BOGUSNAME. IBM.COX.RALEIGH.IBM.CO NXDOMAIN 0.0.0.0

NXDOMAIN 0.0.0.0

NOERROR  64.170.98.32
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86 00000048_0010AC00 BOGUSNAME2
108 00000048_00108800 WWW.YAHOO.COM
124 00000048_0010A400 BOGUSNAMEZ.RALEIGH.IBM.COM
134 00000048_00109000 WWW.IBM.COM
172 00000048_0010A800 BOGUSNAMEZ2.IBM.COM

173 00000048_0010A000 BOGUSNAME2.TCP.RALEIGH.IBM.COM

IPv6 Forward Lookup Cache for Nameserver 10.0.6.1

Hash Table Header

Instance H
Active entries H
Hash buckets : 251

Index
69
86

108
124
134
172
173

Element@ Hostname
00000048_00109200 WWW.IETF.ORG
00000048_0010AA00 BOGUSNAME2
00000048_00108600 WWW.YAHOO.COM
00000048_0010A200
00000048_00108CO0 WWW.IBM.COM
00000048_0010A600
00000048_00109E00

: 00000048_00003000

BOGUSNAMEZ2 .RALEIGH.IBM.COM

BOGUSNAMEZ2 . IBM. COM
BOGUSNAME2.TCP.RALEIGH.IBM.COM

Reverse Lookup Cache for Nameserver 10.0.6.1

Hash Table Header

Instance : 4
Active entries : 2
Hash buckets : 251
Index Element@ IP Address

: 00000048_00007000

120 00000048_00109400 2001:1890:1112:1::20
222 00000048_00108E00 64.170.98.32

NXDOMAIN

0.0.0.0

NOERROR  69.147.125.65

NXDOMAIN
NOERROR

NXDOMAIN
NXDOMAIN

Rcode
NOERROR

0.0.0.0

129.42.60.216

0.0.0.0
0.0.0.0

IP Address

NXDOMAIN ::
NXDOMAIN ::
NXDOMAIN ::
NXDOMAIN ::
NXDOMAIN ::
NXDOMAIN ::

Rc

Resolver Process Data for RESOLVER Asid=000F Tcb@=007FF368:
RPID: 7F5CFFFO

+0000
+0004
+0008

+000C
+0010

+0014
+0018
+0020
+0024
+002C
+0030
+0034
+0036
+0037
+0038
+003C
+0040
+0044
+0048
+004C
+0058
+005C

+0060
+0090
+00CO
+00F0
+0120
+0150
+0180
+01BO
+01E0
+0210
+0240
+0270
+02A0
+02D0
+0300

+0308
+0338
+0368
+0398
+03C8
+03F8
+0428
+0458
+0488

+04B0
+04E0
+0510
+0540
+0570
+05A0
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RES_LHOSTFILE@........ 00000000
RES_LIOWA@............ 7E50EF08
RES_PARSE_INDICATOR... FFFFFFFF
-- Array elements --

RES_SHADOW_INDICATOR.. 5E731220
RES_SHADOW_INDICATOR.. 00000000
-- End of array --

RES_CALLER_API........ FFFFFFFF
RES_USER_JOB.......... RESOLVER
RES_LSERVFILE@........ 00000000
RES_IOCINET_TIMESTAMP. 00000000
RES_IOCINETFLAGS...... 0000
RPID_IDENTIFIER....... RPID
RPID_LENGTH........... 1010
RPID_SUBPOOL.......... F9
RPID_USERKEY.......... 06
RPID_SEQUENCE#........ 00000007
RPID_PROCESSID........ 00000002
RPIDMGR_TOKEN......... 00000000
RPIDMGR_DATA.......... 00000000
RPID_RTSK@............ 7F5CF270
RPID_RPID@............ 00000000
RPID_LATCHHDR@........ 7F5CD00O
RPID_LATCHSET@........ 7F5CEFFO
RPID_STATE............

00000000

00000001 00000002 000002C1 00000003 10020035
10020035 7F000001 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 A383974B
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
C6851063 0OFFOO00 (6000000 FFOOOOOO C6851063
00000000 00000000 00000000 00000000 00000000

00000002 7F5D02F8
RPID_STATE_EXT........

00000000 7F5CF9B4 00000000 7F5CF8B4 94A5E2FO
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
7F5DO3ED 7F5D03F6 7F5DO3FF 7F5D0408 00000000
00000000 00000000 DI1CYE2F7 F8D2D100 0OD1CIE2
F6FOF100 00C8C1D5 C7C5E4D3 0OOOOE3C3 C8CID5C5
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 FFFFFFFF 00000000 00000000 O0001FFFF

RPID_STATE_IPV6EXT..

00000006 1C130035 00000000 20020000 00000000
00000000 00000000 00000000 1C130035 00000000
00000000 00000000 00000000 00000000 00000000
1C130035 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000 00000000

0A000601
00000000
00000000
00000000
00000000
00000000
99819385
00000000
00000000
00000000
00000000
00000000
0000000
00000000

FOFO0000
00000000
00000000
00000000
F8F3D2D1
E2C500C2
00000000
00000000
000004D2

00000000
20022222
10020035
00000001
00000000
00000000

2001:1890:1112:1::20

ode Hostname
NOERROR mail.ietf.org
NOERROR mail.ietf.org

00000000
00000000
00000000
00000000
00000000
00000000
89878848
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000009
00000000
0000E2D1
C9C7F500
00000000
00000000
00000000

DEADBEEF
AAAABBBB
7F000001
00000000
00000000
00000000
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00000000
00000000
00000000
00000000
00000000
00000000
8982D448B
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
7F5D03C0O
00000000
C9E2D2C1
00000000
00000000
00000000
00000000

00000000
CCCccpbbD
00000000
00000000
00000000
00000000

10020035
00000000
00000000
00000000
00000000
29A20000
8396D400
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
E3C3D7C3
7F5D03C9
00000000
D5D100C5
E2C3C8C9
00000000
00000000
00000000

10020035
EEEEFFFF
00000000
00000000
00000000
00000000

0AOB192E
00000000
00000000
00000000
00000000
7F5D0180
00000000
00000000
00000000
00000000
00000000
24000000
00000000
00000000

00000000
E2000000
7F5D03D2
00000000
E4C3D2C1
D5C5E2C5
00000000
21A00000
00000000

02000601
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
7F5D086C
00000000
00000000
00000000
00000000
00000000
€C925163
00000000
7F5D04A0

00000000
OOE4E2C5
7F5D03DB
00000000
D5D1C900
0OD4E5E2
00000000
7F5CF270

00000000
10020035
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
7F5D096C
00000000
00000000
00000000
00000000
00000000
FFFFO000
00000000
00000000

00000000
DIF30000
7F5D0O3E4
00000000
D2E2C3F5
FOFOFO00
00000000
00000000

00000000
0AOB192E
00000000
00000000
00000000
00000000



+05D0
+0600
+0630
+0660

+0674
+06A4
+06D4
+0704
+0734
+0764

+0774
+07A4
+07D4
+0804
+0834
+0864
+0874
+0878

+087C
+08F8
+0974

+097C
+09F8
+0A74

+0A7C
+0AF8
+0B74

+0B7C
+0BF8
+0C74

+0C7C
+0CF8
+0D74

+0D7C

+0D84
+0DB4
+0DE4
+0E14
+0E44
+0E74

+0E84
+0F00
+0F7C

+0F84
+0F88
+0F8C
+0F90
+0F94
+0F98
+0F9C
+0FAQ
+0FA4
+0FA8
+OFAC
+0FBO
+0FB4
+0FB8
+0FBC
+0FCO

+0FC4
+0FC8
+0FCC
+0FDO
+0FD4
+0FD8
+0FDC
+OFEOQ
+OFE4
+OFE8
+OFEC
+OFFO
+OFF4
+0FF8
+OFFC
+1000

00000000
00000000
00000000
00000000
RPID_ASCII
00000000
00000000
00000000
00000000
00000000
00000000

RPID_EBCDI
00000000
00000000
00000000
00000000
00000000
00000000
RPID_FLAGS
RPID_SEARC
-- Array
raleigh.ib

RPID_SEARC

-- End of
RPID_LATCH
RPID_TCPIP
00000000
00000000
00000000
00000000
00000000
00000000
RPID_XLATE|

00000000
00000000
00000000
00000000

2EBCDIC. .

00000000
00000000
00000000
00000000
00000000
00000000

C2ASCII..

00000000
00000000
00000000
00000000
00000000
00000000

H_COUNT..

elements
m.com

H_ENTRY..
B 0

array

TOKEN. ...
NAME. ....

00000000
00000000
00000000
00000000
00000000
00000000

NAME.....

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

... C0O00
00000003
RPID_SEARCH_ENTRY

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

-- Array elements

RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000
RPID_BELOW_AIMAP@..... 00000000

-- End of array --
-- Array elements --

RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000
RPID_ABOVE_AIMAP@..... 00000000

-- End of array --

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

7FF5A400 00000099

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
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00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
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RPID_STATE NSADDR_LIST contains only IPv4 name server addresses
RPID_STATE_IPVGEXT STAT_NSADDR_LIST contains the full set of name server addresses

RRST: 7F5D0050
+0000 RETRANS.. 00000001 RETRY.... 00000002 OPTIONS.. 000002C1 NSCOUNT.. 00000003
-- Array elements --

+0010 NSADDR_LIST........ 10020035 0A0O0601 00000000 00000000
+0020 NSADDR_LIST........ 10020035 0AOB192E 00000000 00000000
+0030 NSADDR_LIST........ 10020035 7F000001 00000000 00000000
+0040 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0050 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0060 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0070 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0080 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0090 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00A0 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00BO NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00C0 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00D0 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00EO NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00FO NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0100 NSADDR_LIST........ 00000000 00000000 00000000 00000000
-- End of array --
+0110 ID....e.. 29A2

-- Array elements --
+0114 DNSRCH... 7F5D0180 DNSRCH... 7F5D086C DNSRCH... 7F5D096C DNSRCH... 00000000 DNSRCH... 00000000 DNSRCH... 00000000
+012C DNSRCH... 00000000

-- End of array --
+0130 DEFDNAME. tep.raleigh.ibM.CoM. ..ttt ittt ittt ittt tnseeeeeeeeannnnneeeeeeeonnnnnnnseenns
L0 PN

0214 e PFCODE... 00000000
-- Array elements --

+0238 SORT_LIST.......... €C925163 FFFFO000

+0240 SORT_LIST.......... 6851063 00FFOO00

+0248 SORT_LIST.......... 6000000 FFO00000

+0250 SORT_LIST.......... €6851063 (0000000
-- End of array --

+0298 RES_IPV6_EXTENSION. 7F5D04A0

+02A0 RES_VERSION........ 00000002

+02A4 RES_EXTENSION...... 7F5D02F8

RRSX: 7F5D02F8

+0004 STAT_EBCDICTOASCII..... 7F5CF9B4

+000C STAT_ASCIITOEBCDIC..... 7F5CF8B4

+0010 STAT_HOSTNAME.......... MVSO00. ¢ ettt ettt ittt i i e i i e

+0050 STAT_SERVICENAME....... TCPCS...

+0059 STAT_C_DSPRFX

+0078 $_ IPDBCSNUM...... .. 00000009
-- Array elements --

+007C $_ IP_DBCS_LIST........ 7F5D03C0

+0080 $_ IP_DBCS_LIST........ 7F5D03C9

+0084 $_ IP_DBCS_LIST........ 7F5D03D2

+0088 $_ IP_DBCS_LIST........ 7F5D03DB

+008C $_ IP_DBCS_LIST........ 7F5D03E4

+0090 $_ IP_DBCS_LIST........ 7F5DO3ED

+0094 $_ IP_DBCS_LIST........ 7F5D03F6

+0098 $_ IP_DBCS_LIST........ 7F5DO3FF

+009C $_ IP_DBCS_LIST........ 7F5D0408

-- End of array --

-- Array elements --

+00C8 STAT_C_DBCS............ JIS78KJ. .
+00D1 STAT_C_DBCS............ JIS83KJ. .
+00DA  STAT_C_DBCS............ SJISKANJ.
+00E3  STAT_C_DBCS............ EUCKANJI.
+00EC  STAT_C_DBCS............ KSC5601. .
+00F5 STAT_C_DBCS............ HANGEUL. .
+00FE  STAT_C_DBCS............ TCHINESE.
+0107 STAT_C_DBCS............ BIG5.....
+0110 STAT_C_DBCS............ SCHINESE.
-- End of array --

+0119 STAT_NODENAME.......... MVS000. ..
+0122 STAT_OPTIONS........... 0000
+0128 LE_FUNCTION_DESCRIPTOR. 00000000 00000000 00000000 00000000
+0174 TCP_RES_OPTIONS........ 21A00000
+0178 TCP_RES_TASK@.......... 7F5CF270
+017C TCP_RES_JOBNAME........ .....un.
+0184 TCP_RES_SOCKET......... FFFFFFFF
+0188 TCP_RES_RESPLEN........ 00000000
+0190 TCP_SYSNAME_SRC........ 0001
+0192  STAT_SORTLIMIT......... FFFF
+0194 STAT_MILLI_TIME........ 000004D2
+0198 TCP_RES_FAMILY......... 0000
+019A TCP_RES_TYPE........... 0000

RRS6: 7F5D04A0
+0000 STAT_NSCOUNT..... 00000006
-- Array elements --
+0004 STAT_NSADDR_LIST. 1C130035 00000000 20020000 00000000 00000000 DEADBEEF 00000000
+0020 STAT_NSADDR_LIST. 10020035 0A000601 00000000 00000000 00000000 00000000 00000000
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+003C STAT_NSADDR_LIST. 1C130035 00000000 20022222 AAAABBBB CCCCDDDD EEEEFFFF 00000000
+0058 STAT_NSADDR_LIST. 10020035 0AOB192E 00000000 00000000 00000000 00000000 00000000
+0074 STAT_NSADDR_LIST. 10020035 7F000001 00000000 00000000 00000000 00000000 00000000
+0090 STAT_NSADDR_LIST. 1C130035 00000000 00000000 00000000 00000000 00000001 00000000
+00AC STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+00C8 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+00E4  STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0100 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+011C STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0138 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0154 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0170 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+018C STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+01A8 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
-- End of array --
Resolver Task Data for RESOLVER Asid=000F Tcb@=007FF368:

RES_TASK: 7F5CF270

+0000 RES_IDENTIFIER...... RTSK
+0004 RES_LENGTH.......... 0D80
+0006 RES_SUBPOOL......... F9

+0007 RES_USERKEY......... 06

+0008 RES_SEQUENCE#....... 00000007
+0010 RESMGR_TOKEN........ 00000000
+0014 RESMGR_DATA......... 00000000
+0018 RES_RTSK@........... 7F5CF270
+001C RES_RPID@........... 7F5CFFFO

RES_STATE...........

+0030 00080001 00000002 000002C1 000000B3 10020035 OAOOAEO1 0A00ME0O 0000OAO0 10020035 GAOBLI2E 0000A000 00000000
+0060 10020035 7FO00001 00G00A00 00GO0HAO 00OAO0GE A00HAO0O HAO0AE0O 00AOOAOO 000E0ORO 000AO0ED 000HA000 HBO0A0O
+0090 00000000 00000000 00G00A00 0OGO0HAO 000AO0GE AO0HAO0O HAO0AE0O 00AOOAO0 000G0ORO 000AO0OD 000HA00O HBO0A0O
+00CO 00000000 00000000 00G0OAO0 0OAO0HAO 000AO0GE AO0HAO0O HAO0AE0O 00AOOAOO 000E0ORO 000AO0O0 000HA000 HBO0AA0O
+00F0 00000000 00000000 00G00AO0 0OGO0HAO 000AO0GE A000AO0O HAO0AE0O 00AOOAOO 000E0ORO 000AO0O0 000HA00O HBO0A0O
+0120 00000000 00000000 00G0OAO0 00000HA0 000AO0G0 000PAO0O 00000E0O 00AO0AEO 29A20000 7F5CF3DO 7F5CFABS 7F5CFBBS
+0150 00000000 00000000 00G00A00 000000A0 A383974B 99819385 89878848 8982D44B 8396D460 000A0000 000HA000 0BO0H0O
+0180 00000000 00000000 00G00AO0 0OGO0HEO 000AO0GE 0000AO00 HAO0AE0O 00AOOAO0 000G0OR0 000AO0O0 000HA000 HBO0O0O
+01B0 00000000 00000000 00G0OAO0 00GO0HEO 000AO0GE A00HAO00 HAO0AE0O 00AOOAOO 000G0OR0 000AO0O0 000HA00O HBO0A0O
+01E0 00000000 00000000 00G00AO0 0OGO0HAO 000AO0GE 0000AO00 H0O0AE0O 00AOOAOO 000E0ORO 00HAO0O0 000HA000 HBO0A0O
+0210 00000000 00000000 00G00AO0 00GO0PAO 000AO0GE AO0HAO00 HAO0AE0O 00GOOAEO 000G0OR0 000AO0O0 000HA000 HBO0A0O
+0240 00000000 00000000 00G00A00 00GO0HAO 000AO0GE 0000AO00 HAO0AE0O 00G0OAO0 0000000 24000000 CCI25163 FFFFOOOO
+0270 (6851063 OOFFO000 C6000000 FFOO0MA0 (6851063 CO00AOOO ©GO0AE0O 00GOOAO0 000GOOR0 00HAO0O0 000HA000 0BO0H0O
+02A0 00000000 00000000 00G0OAO0 0OGO0HAO 000AO0GE AO0HAO0O HAO0AE0O 00AOOAOO 0000000 000A0000 7F5CFEFO HAO0O0O
+02D0 00000002 7F5CF548
RES_STATE_EXT.......

+02D8 00080000 7F5CFIB4 00000000 7F5CF8B4 94ASE2FG FOFOA000 00000000 00000000 00000000 000A0000 00000000 0000000
+0308 00000000 00000000 00000A00 00G00OAO 000AO0GE A000AO00 00O0AE0O 0000OA00 E3C3D7C3 E2000000 OOE4E2C5 DIF30000
+0338 00000000 00000000 00G00A00 0OGO0OAO 000AO0G0 0000AO00 00000009 7F5CF610 7F5CF619 7F5CF622 7F5CF62B  7F5CF634
+0368 7F5CF63D 7F5CF646 7F5CF64F 7F5CF658 00000000 00000000 00000000 00000000 00000000 00000000 00000000 0000000
+0398 00000000 00000000 DICOE2F7 F8D2D100 0ODICOE2 FBF3D2D1 ©OOE2D1 CYE2D2C1 D5D10OC5 E4C3D2C1 D5D1C90O D2E2C3F5
+03C8 F6FOF100 00C8CID5 C7C5E4D3 0OOOE3C3 C8CID5C5 E2C500C2 CIC7F500 00000000 E2C3C8CY D5C5E2C5 ODAESE2  FOFOFOOO
+03F8 00000000 00000000 00G00A00 00GO0OA0 000A00G0 0000AO00 HOO0AE0O 000OAO0 0000000 000AO000 000HA000 HBO0H0O
+0428 00000000 00000000 00000A00 00GO00A0 000AO0G0 0000AO00 H0O0ME0O 000OA00 00000000 21AG0000 7F5CF270 0BO0O0O
+0458 00000000 FFFFFFFF 00000000 00000000 GOO1FFFF 000004D2 00000000 00000000 00000000 0000000

RES_STATE_IPVGEXT...
+0480 00000006 1C130035 00000000 20020000 00000000 00000000 DEADBEEF 00000000 10020035 0A000601 00000000 00000000
+04B0 00000000 00000000 00000000 1C130035 00000000 20022222 AAAABBBB CCCCDDDD EEEEFFFF 00000000 10020035 0AOB192E
+04E0 00000000 00000000 00000000 00000000 00000000 10020035 7F000001 00000000 00000000 00000000 00000000 00000000
+0510 1C130035 00000000 00000000 00000000 00000000 00000001 00000000 00000000 00000000 00000000 00000000 00000000
+0540 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0570 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+05A0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+05D0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0600 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0630 00000000 00000000 00000000 00000000 00000000

RES_ASCII2EBCDIC....
+0644 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0674 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+06A4 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+06D4 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0704 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0734 00000000 00000000 00000000 00000000

RES_EBCDIC2ASCII....
+0744 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0774 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+07A4 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+07D4 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0804 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0834 00000000 00000000 00000000 00000000
+0844 RES_SEARCH_COUNT.... 00000003

-- Array elements --

RES_SEARCH_ENTRY....
+0848 raleigh.ibm.com
+08C4 ..
+0940

RES_SEARCH_ENTRY....
+0948 IbM.cOm
+09C4 ..
+0A40
RES_SEARCH_ENTRY....
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-- End of array --

+0D48 RES_LTRACE@......... 007D3250
+0D4C  RES_FLAGS........... 1000

+0D50 RES_LHOSTDATA@...... 00000000
+0D54 RES_SOCKET_ID....... FFFFFFFF
+0D58 RES_PROCESS_TCB@.... 007FF368
+0D5C RES_AIHOSTDATA@..... 00000000
+0D64 RES_IOCTL_SOCKET_ID. FFFFFFFF
+0D68 RES_THOSTFILEG@...... 00000000
+0D6C RES_THOSTENTRY@..... 00000000
+0D70 RES_RIOWA@.......... 00000000

RES_STATE NSADDR_LIST contains only IPv4 name server addresses
RES_STATE_IPVGEXT STAT_NSADDR_LIST contains the full set of name server addresses

RRST: 7F5CF2A0
+0000 RETRANS.. 00000001 RETRY.... 00000002 OPTIONS.. 000002C1 NSCOUNT.. 00000003
-- Array elements --

+0010 NSADDR_LIST........ 10020035 0A000601 00000000 00000000
+0020 NSADDR_LIST........ 10020035 0AOB192E 00000000 00000000
+0030 NSADDR_LIST........ 10020035 7F000001 00000000 00000000
+0040 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0050 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0060 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0070 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0080 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0090 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00A0 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00BO NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00C0 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00D0 NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00EO NSADDR_LIST........ 00000000 00000000 00000000 00000000
+00FO NSADDR_LIST........ 00000000 00000000 00000000 00000000
+0100 NSADDR_LIST........ 00000000 00000000 00000000 00000000
-- End of array --
+0110 )1 I, 29A2

-- Array elements --
+0114 DNSRCH... 7F5CF3DO DNSRCH... 7F5CFAB8 DNSRCH... 7F5CFBB8 DNSRCH... 00000000 DNSRCH... 00000000 DNSRCH... 00000000
+012C DNSRCH... 00000000

-- End of array --
+0130 DEFDNAME. tCp.raleigh.ibM.CoM. ..ttt ittt ittt ettt ettt ettt ettt ettt eetnnaaaeeeeeesnnnnnseeeessennnnnnneeens

(0
+0214 e, PFCODE... 00000000
-- Array elements --
+0238 SORT_LIST.......... CC925163 FFFFO000
+0240 SORT_LIST.......... 6851063 00FFOO00
+0248 SORT_LIST.......... C6000000 FFOOOO00O
+0250 SORT_LIST.......... 6851063 C0000000
-- End of array --
+0298 RES_IPV6_EXTENSION. 7F5CF6FO
+02A0 RES_VERSION........ 00000002
+02A4 RES_EXTENSION...... 7F5CF548
RRSX: 7F5CF548
+0004 STAT_EBCDICTOASCII..... 7F5CF9B4
+000C STAT_ASCIITOEBCDIC..... 7F5CF8B4
+0010 STAT_HOSTNAME.......... MVSO00. o ettt ettt i i i e i i,
+0050 STAT_SERVICENAME....... TCPCS....
+0059 STAT_C_DSPRFX
+0078 $_ IPDBCSNUM...... .. 00000009
-- Array elements --
+007C $_ IP_DBCS_LIST........ 7F5CF610
+0080 $_ IP_DBCS_LIST........ 7F5CF619
+0084 $_ IP_DBCS_LIST........ 7F5CF622
+0088 $_ IP_DBCS_LIST........ 7F5CF62B
+008C $_ IP_DBCS_LIST........ 7F5CF634
+0090 $_ IP_DBCS_LIST........ 7F5CF63D
+0094 $_ IP_DBCS_LIST........ 7F5CF646
+0098 $_ IP_DBCS_LIST........ 7F5CF64F
+009C $_ IP_DBCS_LIST........ 7F5CF658
-- End of array --
-- Array elements --
+00C8 STAT_C_ DBCS............ JIS78KJ. .
+00D1 STAT_C DBCS............ JIS83KJ. .
+00DA  STAT_C_DBCS............ SJISKANJ.
+00E3  STAT_C_DBCS............ EUCKANJI .
+00EC STAT_C_DBCS............ KSC5601. .
+00F5 STAT_C_DBCS............ HANGEUL. .
+00FE  STAT_C_DBCS............ TCHINESE.
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+0107 STAT_C_DBCS............ BIG5.....
+0110 STAT_C_DBCS............ SCHINESE
-- End of array --
+0119 STAT_NODENAME.......... MVS000
+0122 STAT_OPTIONS........... 0000
+0128 LE_FUNCTION_DESCRIPTOR. 00000000 00000000 00000000 0000
+0174 TCP_RES_OPTIONS........ 21A00000
+0178 TCP_RES_TASK@.......... 7F5CF270
+017C TCP_RES_JOBNAME........ «..o.un.
+0184 TCP_RES_SOCKET......... FFFFFFFF
+0188 TCP_RES_RESPLEN........ 00000000
+0190 TCP_SYSNAME_SRC........ 0001
+0192 STAT_SORTLIMIT......... FFFF
+0194 STAT_MILLI_TIME........ 000004D2
+0198 TCP_RES_FAMILY......... 0000
+019A TCP_RES_TYPE........... 0000
RRS6: 7F5CF6FO
+0000 STAT_NSCOUNT..... 00000006
-- Array elements --
+0004 STAT_NSADDR_LIST. 1C130035 00000000 20020000 00000000
+0020 STAT_NSADDR_LIST. 10020035 0A000601 00000000 00000000
+003C STAT_NSADDR_LIST. 1C130035 00000000 20022222 AAAABBBB
+0058 STAT_NSADDR_LIST. 10020035 0AOB192E 00000000 00000000
+0074 STAT_NSADDR_LIST. 10020035 7F000001 00000000 00000000
+0090 STAT_NSADDR_LIST. 1C130035 00000000 00000000 00000000
+00AC  STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+00C8 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+00E4  STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+0100 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+011C STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+0138 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+0154 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+0170 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+018C STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
+01A8 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000
-- End of array --
Resolver Process Data for USER28 Asid=0022 Tcb@=007E6B70:
RPID: 7F5C6FFO
+0000 RES_LHOSTFILE@........ 7F569780
+0004 RES_LIOWA@............ 7F5C6180
+0008 RES_PARSE_INDICATOR... FFFFFFFF
-- Array elements --
+000C RES_SHADOW_INDICATOR.. 5E731220
+0010 RES_SHADOW_INDICATOR.. 80040000
-- End of array --
+0014 RES_CALLER_API........ 00000005
+0018 RES_USER_JOB.......... USER2
+0020 RES_LSERVFILE@........ 7F594800
+0024 RES_IOCINET_TIMESTAMP. 00000000 00000000
+002C RES_IOCINETFLAGS...... 0000
+0030 RPID_IDENTIFIER....... RPID
+0034 RPID_LENGTH........... 1010
+0036 RPID_SUBPOOL.......... F9
+0037 RPID_USERKEY.......... 06
+0038 RPID_SEQUENCE#........ 00000007
+003C RPID_PROCESSID........ 0500001C
+0040 RPIDMGR_TOKEN......... 00000208
+0044 RPIDMGR_DATA.......... 7F5C7038
+0048 RPID_RTSK@............ 7F5C6270
+004C RPID_RPID@............ FF5C6FFO
+0058 RPID_LATCHHDR@........ 7F5C4000
+005C RPID_LATCHSET@........ 7F5C5FFO
RPID_STATE............
+0060 00000001 00000002 000002C3 00000003 10020035 0A000601
+0090 10020035 7F000001 00000000 00000000 00000000 00000000
+00CO 00000000 00000000 00000000 00000000 00000000 00000000
+00F0 00000000 00000000 00000000 00000000 00000000 00000000
+0120 00000000 00000000 00000000 00000000 00000000 00000000
+0150 00000000 00000000 00000000 00000000 00000000 00000000
+0180 00000000 00000000 00000000 00000000 A383974B 99819385
+01BO 00000000 00000000 00000000 00000000 00000000 00000000
+01E0 00000000 00000000 00000000 00000000 00000000 00000000
+0210 00000000 00000000 00000000 00000000 00000000 00000000
+0240 00000000 00000000 00000000 00000000 00000000 00000000
+0270 00000000 00000000 00000000 00000000 00000000 00000000
+02A0 (6851063 0OFFO000 C6000000 FFOOOOOO C6851063 COOOOOOO
+02D0 00000000 00000000 00000000 00000000 00000000 00000000
+0300 00000002 7F5C72F8
RPID_STATE_EXT........
+0308 00000000 7F5C69B4 00000000 7F5C68B4 94A5E2FO FOFO0000
+0338 00000000 00000000 00000000 00000000 00000000 00000000
+0368 00000000 00000000 00000000 00000000 00000000 00000000
+0398 7F5C73ED 7F5C73F6 7F5C73FF 7F5C7408 00000000 00000000
+03C8 00000000 00000000 DIC9E2F7 F8D2D100 0ODICI9E2 F8F3D2D1
+03F8 F6FOF100 00C8C1D5 C7C5E4D3 00OOE3C3 C8CID5C5 E2C500C2

0000

00000000
00000000
CCcccobbbb
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
89878848
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000009
00000000
0000E2D1
C9C7F500

DEADBEEF
00000000
EEEEFFFF
00000000
00000000
00000001
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
89820448
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
7F5C73C0
00000000
C9E2D2C1
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

10020035
00000000
00000000
00000000
00000000
AAA40000
8396D400
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
E3C3D7C3
7F5C73C9
00000000
D5D100C5
E2C3C8C9

0AOB192E
00000000
00000000
00000000
00000000
7F5C7180
00000000
00000000
00000000
00000000
00000000
24000000
00000000
00000000

00000000
E2000000
7F5C73D2
00000000
E4C3D2C1
D5C5E2C5
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00000000
00000000
00000000
00000000
00000000
7F5C786C
00000000
00000000
00000000
00000000
00000000
€C925163
00000000
7F5C74A0

00000000
00E4E2C5
7F5C73DB
00000000
D5D1C900
0OD4E5E2

00000000
00000000
00000000
00000000
00000000
7F5C796C
00000000
00000000
00000000
00000000
00000000
FFFFO000
00000000
00000000

00000000
D9F30000
7F5C73E4
00000000
D2E2C3F5
FOFOFO00
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+0428 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0458 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 29A00000 7F5C6270 00000000
+0488 00000000 FFFFFFFF 00000000 00000000 O0001FFFF 000004D2 00000000 00000000 00000000 00000000

RPID_STATE_IPV6EXT....
+04B0 00000006 1C130035 00000000 20020000 00000000 00000000 DEADBEEF 00000000 10020035 0A000601 00000000 00000000
+04E0 00000000 00000000 00000000 1C130035 00000000 20022222 AAAABBBB CCCCDDDD EEEEFFFF 00000000 10020035 0AOB192E
+0510 00000000 00000000 00000000 00000000 00000000 10020035 7F000001 00000000 00000000 00000000 00000000 00000000
+0540 1C130035 00000000 00000000 00000000 00000000 00000001 00000000 00000000 00000000 00000000 00000000 00000000
+0570 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+05A0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+05D0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0600 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0630 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0660 00000000 00000000 00000000 00000000 00000000

RPID_ASCIIZEBCDIC.....
+0674 00010203 372D2E2F 1605250B OCODOEOF 10111213 3C3D3226 18193F27 221D351F 405A7F7B 5B6C507D 4D5D5C4E  6B604B61
+06A4 FOF1F2F3 FAF5F6F7 F8F97A5E 4C7EGE6F 7CC1C2C3 C4C5C6C7 (C8C9D1D2 D3D4D5D6 D7D8DIE2 E3E4E5SE6 E7EBE9AD EOBD5F6D
+06D4 79818283 84858687 88899192 93949596 979899A2 A3A4A5A6 A7ABA9CO 4FDOAL07 00010203 372D2E2F 1605250B OCODOEOF
+0704 10111213 3C3D3226 18193F27 221D351F 405A7F7B 5B6C507D 4D5D5C4E  6B604B61 FOF1F2F3  FAF5F6F7 F8F97ASE  4C7EGE6F
+0734 7CC1C2C3 C4C5C6C7 (C8CID1D2 D3D4D5D6 D7D8DIE2 E3E4AESE6 E7ES8E9AD EOBD5F6D 79818283 84858687 88899192 93949596
+0764 979899A2 A3A4A5A6 A7ABA9CO 4FDOALO7

RPID_EBCDIC2ASCII.....
+0774 00010203 1A091A7F 1A1A1A0OB OCODOEOF 10111213 1AGA0G81A 18191A1A 1CID1EIF 1A1A1C1IA 1AGA171B 1A1A1A1A 1A050607
+07A4 1A1A161A 1A1E1A04 1A1A1A1A 14151A1A 20A6E180 EB90O9FE2 ABBBIB2E 3C282B7C 26A9AA9C DBA599E3 A89E2124 2A293B5E
+07D4 2D2FDFDC 9ADDDE98 9DACBA2C 255F3E3F D78894B0 BI1B2FCD6 FB603A23 40273D22 F8616263 64656667 686996A4 F3AFAECS
+0804 8C6A6B6C 6D6E6F70 71729787 CE93FIFE (87E7374 75767778 797AEFCO DA5BF2F9 B5B6FDB7 B8BIE6BB BCBD8DD9 BF5DD8CA
+0834 7B414243 44454647 4849CBCA BEESECED 7D4A4BAC 4DAEAF50 5152A1AD F5F4A38F 5CE75354 55565758 595AA085 8EE9EADI
+0864 30313233 34353637 3839B3F7 FOFAA7FF
+0874 RPID_FLAGS............ €000
+0878 RPID_SEARCH_COUNT..... 00000003

-- Array elements --

RPID_SEARCH_ENTRY.....
+087C raleigh.ibm.com
(0=
+0974 ........

RPID_SEARCH_ENTRY.....
(0L 7 S R 0
+09F8
+0A74

+0A7C
+0AF8
+0B74

+0B7C
+0BF8
+0C74

+0C7C
+0CF8
+0D74 ........

-- End of array --
+0D7C RPID_LATCHTOKEN....... 7F5C3C00 0000OOE9

RPID_TCPIPNAME........
+0D84 6185A383 619985A2 9693A54B 83969586 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0DB4 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0DE4 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0E14 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0E44 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0E74 00000000 00000000 00000000 00000000

RPID_XLATENAME........
+0E84 USER2.STANDARD.TCPXLBIN.

+0F00
+0F7C

-- Array elements --
+0F84 RPID_BELOW_AIMAPO..... 00000000
+0F88 RPID_BELOW_AIMAPO..... 00000000
+0F8C RPID_BELOW_AIMAPO..... 00000000
+0F90 RPID_BELOW_AIMAPO..... 00000000
+0F94 RPID_BELOW_AIMAPO..... 00000000
+0F98 RPID_BELOW_AIMAPO..... 00000000
+0F9C RPID_BELOW_AIMAPO..... 00000000
+0FAO RPID_BELOW_AIMAPO..... 00000000
+0FA4 RPID_BELOW_AIMAPO..... 00000000
+0FA8 RPID_BELOW_AIMAPO..... 00000000
+OFAC RPID_BELOW_AIMAPO..... 00000000
+0FBO RPID_BELOW_AIMAPO..... 00000000
+0FB4 RPID_BELOW_AIMAPG..... 00000000
+0FB8 RPID_BELOW_AIMAPG..... 00000000
+0FBC RPID_BELOW_AIMAPG..... 00000000
+0FCO RPID_BELOW_AIMAPG..... 00000000

-- End of array --

-- Array elements --
+0FC4 RPID_ABOVE_AIMAPG..... 00000000
+0FC8 RPID_ABOVE_AIMAPG..... 00000000
+QFCC  RPID_ABOVE_AIMAPG..... 00000000
+0FDO RPID_ABOVE_AIMAPG..... 00000000
+0FD4 RPID_ABOVE_AIMAPG..... 00000000
+0FD8 RPID_ABOVE_AIMAPG..... 00000000
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+0FDC  RPID_ABOVE_AIMAP@..... 00000000
+OFEO RPID_ABOVE_AIMAP@..... 00000000
+OFE4 RPID_ABOVE_AIMAP@..... 18142000
+OFE8 RPID_ABOVE_AIMAP@..... 00000000
+OFEC RPID_ABOVE_AIMAP@..... 00000000
+0FFO RPID_ABOVE_AIMAP@..... 00000000
+0FF4 RPID_ABOVE_AIMAP@..... 00000000
+0FF8 RPID_ABOVE_AIMAP@..... 00000000
+OFFC RPID_ABOVE_AIMAP@..... 00000000
+1000 RPID_ABOVE_AIMAPG..... 00000000

-- End of array

RPID_STATE NSADDR_LIST contains only IPv4 name server addresses

RPID:STATE_IPV6EXT STAT_NSADDR_LIST contains the full set of name

RRST: 7F5C7050

STAT_HOSTNAME.......... MVSO00. o ettt ettt i i e e i e,

000002C3

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

7F5C796C

00000000

server addresses

NSCOUNT.. 00000003

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

DNSRCH... 00000000 DNSRCH... 00000000 DNSRCH... 00000000

00000000 00000000 00000000

+0000 RETRANS.. 00000001 RETRY.... 00000002 OPTIONS..
-- Array elements --
+0010 NSADDR_LIST........ 10020035 0A000601
+0020 NSADDR_LIST........ 10020035 0AOB192E
+0030 NSADDR_LIST........ 10020035 7F000001
+0040 NSADDR_LIST........ 00000000 00000000
+0050 NSADDR_LIST........ 00000000 00000000
+0060 NSADDR_LIST........ 00000000 00000000
+0070 NSADDR_LIST........ 00000000 00000000
+0080 NSADDR_LIST........ 00000000 00000000
+0090 NSADDR_LIST........ 00000000 00000000
+00A0 NSADDR_LIST........ 00000000 00000000
+00BO NSADDR_LIST........ 00000000 00000000
+00C0 NSADDR_LIST........ 00000000 00000000
+00D0 NSADDR_LIST........ 00000000 00000000
+00EO NSADDR_LIST........ 00000000 00000000
+00F0 NSADDR_LIST........ 00000000 00000000
+0100 NSADDR_LIST........ 00000000 00000000
-- End of array --
+0110 1) I, AAA4
-- Array elements --
+0114 DNSRCH... 7F5C7180 DNSRCH... 7F5C786C DNSRCH...
+012C DNSRCH... 00000000
-- End of array --
+0130 DEFDNAME. tcp.raleigh.ibM.coM
+01A2 e
0214 e, PFCODE. ..
-- Array elements --
+0238 SORT_LIST.......... CC925163 FFFFOO00
+0240 SORT_LIST.......... €6851063 00FFO000
+0248 SORT_LIST.......... €6000000 FFOOO000
+0250 SORT_LIST.......... 6851063 C0000000
-- End of array --
+0298 RES_IPV6_EXTENSION. 7F5C74A0
+02A0 RES_VERSION........ 00000002
+02A4 RES_EXTENSION...... 7F5C72F8
RRSX: 7F5C72F8
+0004 STAT_EBCDICTOASCII..... 7F5C69B4
+000C STAT_ASCIITOEBCDIC..... 7F5C68B4
+0010
+0050 STAT_SERVICENAME....... TCPCS....
+0059 STAT_C_DSPRFX.......... USER3 . iiiiiiiieens
+0078 $_ IPDBCSNUM........... 00000009
-- Array elements --
+007C $_ IP_DBCS_LIST........ 7F5C73C0
+0080 $_ IP_DBCS_LIST........ 7F5C73C9
+0084 $_ IP_DBCS_LIST........ 7F5C73D2
+0088 $_ IP_DBCS_LIST........ 7F5C73DB
+008C $_ IP_DBCS_LIST........ 7F5C73E4
+0090 $_ IP_DBCS_LIST........ 7F5C73ED
+0094 $_ IP_DBCS_LIST........ 7F5C73F6
+0098 $_ IP_DBCS_LIST........ 7F5C73FF
+009C $_ IP_DBCS_LIST........ 7F5C7408
-- End of array --
-- Array elements --
+00C8 STAT_C_DBCS............ JIS78KJ. .
+00D1 STAT_C_DBCS............ JIS83KJ. .
+00DA  STAT_C_DBCS............ SJISKANJ.
+00E3  STAT_C_DBCS............ EUCKANJI.
+00EC  STAT_C_DBCS............ KSC5601. .
+00F5 STAT_C DBCS............ HANGEUL. .
+00FE  STAT_C_DBCS............ TCHINESE.
+0107 STAT_C_DBCS............ BIG5.....
+0110 STAT_C_DBCS............ SCHINESE.
-- End of array --
+0119 STAT_NODENAME.......... MVS000. ..
+0122 STAT_OPTIONS........... 0000
+0128 LE_FUNCTION_DESCRIPTOR. 00000000
+0174 TCP_RES_OPTIONS........ 29A00000
+0178 TCP_RES_TASK@.......... 7F5C6270
+017C TCP_RES_JOBNAME........ «..o.un.
+0184 TCP_RES_SOCKET......... FFFFFFFF
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+0188
+0190
+0192
+0194
+0198
+019A

RRS6:
+0000

TCP_RES_RESPLEN.
TCP_SYSNAME_SRC.
STAT_SORTLIMIT. .
STAT_MILLI_TIME.
TCP_RES_FAMILY. .
TCP_RES_TYPE....

7F5C74A0
STAT_NSCOUNT....
-- Array elemen
+0004
+0020
+003C
+0058
+0074
+0090
+00AC
+00C8
+00E4
+0100
+011C
+0138
+0154
+0170
+018C
+01A8
-- End of array

LHST:
+0000
+0004
+0005
+0008
+000A

7F569780

LHOST_SUBPOOL. ..
LHOST_USERKEY. ..
LHOST_LENGTH....

STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.
STAT_NSADDR_LIST.

LHOST_IDENTIFIER...

0000
0001
FFFF
0000
0000

. 00000006
ts --

1C130035
10020035
1C130035
10020035
10020035
1C130035
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

187C

+000C
+0010
+0014
+0018
+001C
+0020
+0024
+0028

LHOST_CACHE_LENGTH. 125C

LHOST_COUNT........
LHOST_XFIRST@......
LHOST_XLAST@.......
LHOST_ENTRY@.......
LHOST_NPAGE@.......
LHOST_CURPAGE®@. . ...
LHOST_FLAGS........

00000125
7F53DBA0O
7F53DBA0
7F53DDA4
7F567000
7F53C000
00040000
00000000

Site/Addr Cache
Bucket® Element@ Data
edited out

7F569AF8 7F569BD4 Type:
Name:

Addr:

7F569BCO Type:

Name:

Addr:

7F569BAC Type:

Name:

Addr:

edited out

LHOST_FLAGS2.......

SiteInfob
LOOPBACK6
HES
SiteInfo4
LOOPBACK
127.0.0.1
SiteInfo4
LOCALHOST
127.0.0.1

0000

04D2

00000000
0A000601
00000000
0AOB192E
7F000001
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

part of output

HostEntry

HostEntry

HostEntry

part of output

7F569B3C 7F569BE8 Type: SiteInfob

Name: UNSPECIFIED
Addr: 0.0.0.0

LSRV: 7F594800

+0000 LSERV_IDENTIFIER... LSRV
+0004 LSERV_SUBPOOL...... F9

+0005 LSERV_USERKEY...... 06

+0006 LSERV_INITFLAGS.... 00

+0007 LSERV_FLAGS........ 80

+0008 LSERV_LENGTH....... 07FC
+000A LSERV_CACHE_LENGTH. 0690
+000C LSERV_COUNT........ 00000074
+0010 LSERV_XFIRSTE@...... 7F53F818
+0014 LSERV_XLAST@....... 7F53F818
+0018 LSERV_ENTRY@....... 7F53F968
+001C LSERV_NPAGE@....... 7F56B000
+0020 LSERV_CURPAGE@..... 7F568000
+0024 LSERV_EFIRSTE@...... 7F59482C
+0028 LSERV_ELAST@....... 7F53F954

Service Cache

Element@ Port# Protocol ServiceName
7F59482C 9999 tcp IHVsrvr
7F594840 9999 udp IHVsrvr
7F594854 7 tcp echo
7F594868 7 udp echo
7F59487C 9 tcp discard

sink

null
7F594890 9 udp discard
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HostEntry

20020000
00000000
20022222
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
AAAABBBB
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
ccccobbp
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
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DEADBEEF
00000000
EEEEFFFF
00000000
00000000
00000001
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000



sink
null

edited out part of output

7F53F940 4035 tcp rse
7F53F954 2252 tcp njenet-ssl
AddrInfo Pools

Location Key Raim@ Free# Alloc#
Above 8 18142000 11 0

Resolver Task Data for USER28 Asid=0022 Tcbh@=007E6B70:
RES_TASK: 7F5C6270

+0080 RES_IDENTIFIER...... RTSK
+0004 RES_LENGTH.......... 0080
+0006 RES_SUBPOOL......... F9

+0007 RES_USERKEY......... 06

+0008 RES_SEQUENCE#....... 00000007
+0010 RESMGR_TOKEN........ 00000000
+0014 RESMGR_DATA......... 00000000
+0018 RES_RTSK@........... 7F506270
+001C RES_RPIDG........... 7F5C6FFO

RES_STATE...........

+0030 00000001 00000002 000002C3 00000003 10020035 0AOOO601 00000000 00000000 10020035 OAOB192E 00000000 00000000
+0060 10020035 7F000001 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0090 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+00CO 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+00F0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0120 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 AAA40000 7F5C63D0 7F5C6AB8 7F5C6BB8
+0150 00000000 00000000 00000000 00000000 A383974B 99819385 8987884B 8982D44B 8396D400 00000000 00000000 00000000
+0180 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+01BO 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+01E0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0210 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0240 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 24000000 CC925163 FFFFOOOO
+0270 (6851063 0OOFFO000 C6000000 FFOO000O (6851063 COOOOOOO 00000000 00000000 00000000 00000000 00000000 00000000
+02A0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 7F5C66FO 00000000
+02D0 00000002 7F5C6548

RES_STATE_EXT.......
+02D8 00000000 7F5C69B4 00000000 7F5C68B4 94A5E2FO FOFO0000 00000000 00000000 00000000 00000000 00000000 00000000
+0308 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 E3C3D7C3 E2000000 OOE4E2C5 DIF30000
+0338 00000000 00000000 00000000 00000000 00000000 00000000 00000009 7F5C6610 7F5C6619 7F5C6622 7F5C662B 7F5C6634
+0368 7F5C663D 7F5C6646 7F5C664F 7F5C6658 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0398 00000000 00000000 DICYE2F7 F8D2D100 0ODIC9E2 F8F3D2D1 0000E2D1 C9E2D2C1 D5D100C5 EAC3D2C1 D5D1C900 D2E2C3F5
+03C8 F6FOF100 00C8C1D5 C7C5E4D3 0000E3C3 C8CID5C5 E2C500C2 CIC7F500 00000000 E2C3C8C9 D5C5E2C5 OODAESE2  FOFOFOOO
+03F8 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0428 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 29A00000 7F5C6270 00000000
+0458 00000000 FFFFFFFF 00000000 00000000 O0O1FFFF 000004D2 00000000 00000000 00000000 00000000

RES_STATE_IPV6EXT...
+0480 00000006 1C130035 00000000 20020000 00000000 00000000 DEADBEEF 00000000 10020035 0A000601 00000000 00000000
+04B0 00000000 00000000 00000000 1C130035 00000000 20022222 AAAABBBB CCCCDDDD EEEEFFFF 00000000 10020035 O0AOB192E
+04E0 00000000 00000000 00000000 00000000 00000000 10020035 7FO00001 00000000 00000000 00000000 00000000 00000000
+0510 1C130035 00000000 00000000 00000000 00000000 00000001 00000000 00000000 00000000 00000000 00000000 00000000
+0540 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0570 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+05A0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+05D0 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0600 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0630 00000000 00000000 00000000 00000000 00000000

RES_ASCII2EBCDIC....
+0644 00010203 372D2E2F 1605250B OCODOEOF 10111213 3C3D3226 18193F27 221D351F 405A7F7B 5B6C507D 4D5D5C4E  6B604B61
+0674 FOF1F2F3 FAF5F6F7 F8F97A5E 4C7EG6E6F 7CC1C2C3 C4C5C6C7 C8C9D1D2 D3D4D5D6 D7D8D9E2 E3E4ES5E6 E7ES8E9AD EOBD5F6D
+06A4 79818283 84858687 88899192 93949596 979899A2 A3A4A5A6 A7A8A9CO 4FDOA107 00010203 372D2E2F 1605250B OCODOEOF
+06D4 10111213 3C3D3226 18193F27 221D351F 405A7F7B 5B6C507D 4D5D5C4E  6B604B61 FOF1F2F3 FAF5F6F7 F8F97A5E 4C7EGE6F
+0704 7CC1C2C3 CAC5C6C7 C8C9D1D2 D3D4D5D6 D7D8D9E2 E3E4E5E6 E7ES8E9AD EOBD5F6D 79818283 84858687 88899192 93949596
+0734 979899A2 A3A4A5A6 A7A8A9CO 4FDOA107

RES_EBCDIC2ASCII....
+0744 00010203 1A091A7F 1A1A1AGB OCODOEOF 10111213 1A0AG81A 18191A1A 1CI1DIEIF 1A1A1CIA 1AGA171B 1A1A1A1A 1A050607
+0774 1A1A161A 1A1E1A04 1A1A1A1A 14151A1A 20A6E180 EB9O9FE2 AB8BIB2E 3C282B7C 26A9AA9C DBA599E3 A89E2124 2A293B5E
+07A4 2D2FDFDC 9ADDDE98 9DACBA2C 255F3E3F D78894B0 B1B2FCD6 FB603A23 40273D22 F8616263 64656667 686996A4 F3AFAECS
+07D4 8C6A6B6C 6D6E6F70 71729787 CE93FLIFE C87E7374 75767778 797AEFCO DA5BF2F9 B5B6FDB7 B8BIE6BB BCBD8DD9 BF5DD8CA
+0804 7B414243 44454647 4849CBCA BEESECED 7D4A4BAC 4DAE4F50 5152A1AD F5F4A38F 5CE75354 55565758 595AA085 8EE9EADL
+0834 30313233 34353637 3839B3F7 FOFAA7FF
+0844 RES_SEARCH_COUNT.... 00000003

-- Array elements --

RES_SEARCH_ENTRY....
BT T o T = e | R I o) oo
(0L
+0940 ........

RES_SEARCH_ENTRY....
RS T 1 IR0
+09C4
+0A40

+0A48
+0AC4
+0B40

RES_SEARCH_ENTRY....
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-- End of array --
RES_LTRACE@. .
RES_FLAGS..... cee
RES_LHOSTDATA@......
RES_SOCKET_ID.......
RES_PROCESS_TCB@....
RES_AIHOSTDATA@.....
RES_IOCTL_SOCKET_ID.
RES_THOSTFILE@.....
RES_THOSTENTRY@.....
RES_RIOWA@..........

... 007CB3A0
. D000

18143000
FFFFFFFF
007E6B70
7F56C000
FFFFFFFF

. 00000000

00000000
00000000

RES_STATE NSADDR_LIST contains only IPv4 name server addresses
RES_STATE_IPVGEXT STAT_NSADDR_LIST contains the full set of name

RRST:
+0000

+0010
+0020
+0030
+0040
+0050
+0060
+0070
+0080
+0090
+00A0
+00BO
+00C0
+00D0
+00EO
+00F0
+0100

+0110

+0114
+012C

+0130
+01A2
+0214

+0238
+0240
+0248
+0250

+0298
+02A0
+02A4

RRSX:
+0004
+000C
+0010
+0050
+0059
+0078

+007C
+0080
+0084
+0088
+008C
+0090
+0094
+0098
+009C

+00C8
+00D1
+00DA
+00E3
+00EC
+00F5
+00FE
+0107
+0110

+0119
+0122

302

7F5C62A0

RETRANS.. 00000001 R

-- Array elements --
NSADDR_LIST
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST
NSADDR_LIST
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST..
NSADDR_LIST

-- End of array --

I
-- Array elements --
DNSRCH. .. 7F5C63D0 D
DNSRCH. .. 00000000

-- End of array --
DEFDNAME. tcp.raleigh

-- Array elements --
SORT_LIST..........
SORT_LIST.. e
SORT_LIST.. ...
SORT_LIST..........

-- End of array --
RES_IPV6_EXTENSION.
RES_VERSION........
RES_EXTENSION......

7F5C6548
STAT_EBCDICTOASCII...
STAT_ASCIITOEBCDIC...
STAT_HOSTNAME........
STAT_SERVICENAME.....
STAT_C_DSPRFX........
$__IPDBCSNUM.........
-- Array elements --
$__IP_DBCS_LIST......
$__IP_DBCS_LIST......
$__IP_DBCS_LIST......
$__IP_DBCS_LIST......
$__IP_DBCS_LIST......
$__IP_DBCS_LIST......
$__IP_DBCS_LIST......
$__IP_DBCS_LIST......

OPTIONS. .

0A000601
0AOB192E
7F000001
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

DNSRCH. ..

PFCODE. ..

FFFFO000
00FFO000
FFO00000
C0000000

000002C3

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

7F5C6BB8

00000000

server addresses

NSCOUNT.. 00000003

00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

DNSRCH. ..

ETRY.... 00000002
10020035
10020035
10020035
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

Devvnnnn AAA4

NSRCH. .. 7F5C6AB8

.ibM.coM
€C925163
6851063
6000000
6851063
7F5C66F0
00000002
7F5C6548

.. 7F5C69B4

.. 7F5C68B4

.. mvS000

.. TCPCS

.. USER3

.. 00000009

.. 7F5C6610

.. 7F5C6619

.. 7F5C6622

.. 7F5C662B

.. 7F5C6634

.. 7F5C663D

.. 7F5C6646

.. 7F5C664F

.. 7F5C6658

$__IP_DBCS_LIST......
-- End of array --
-- Array elements --
STAT_C_DBCS
STAT_C_DBCS..
STAT_C_DBCS..
STAT_C_DBCS
STAT_C_DBCS
STAT_C_DBCS..
STAT_C_DBCS..
STAT_C_DBCS..
STAT_C_DBCS
-- End of array --
STAT_NODENAME........
STAT_OPTIONS.........

.. 0000
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+0128 LE_FUNCTION_DESCRIPTOR. 00000000 00000000 00000000 00000000

+0174 TCP_RES_OPTIONS........ 29A00000
+0178 TCP_RES_TASK@.......... 7F5C6270
+017C  TCP_RES_JOBNAME........ ........
+0184 TCP_RES_SOCKET......... FFFFFFFF
+0188 TCP_RES_RESPLEN........ 00000000
+0190 TCP_SYSNAME_SRC........ 0001
+0192  STAT_SORTLINIT......... FFFF
+0194 STAT_MILLI_TIME........ 00000402
+0198 TCP_RES_FAMILY......... 0000
+019A TCP_RES_TYPE........... 0000
RRS6: 7F5C66F0

+0000 STAT_NSCOUNT..... 00000006

-- Array elements --
+0004 STAT_NSADDR_LIST. 1C130035 00000000 20020000 00000000 00000000 DEADBEEF 00000000
+0020 STAT_NSADDR_LIST. 10020035 0A000601 00000000 00000000 00000000 00000000 00000000
+003C STAT_NSADDR_LIST. 1C130035 00000000 20022222 AAAABBBB CCCCDDDD EEEEFFFF 00000000
+0058 STAT_NSADDR_LIST. 10020035 OAOB192E 00000000 00000000 00000000 00000000 00000000
+0074 STAT_NSADDR_LIST. 10020035 7F000001 00000000 00000000 00000000 00000000 00000000
+0090 STAT_NSADDR_LIST. 1C130035 00000000 00000000 00000000 00000000 00000001 00000000
+00AC STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+00C8 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+00E4 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0100 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+011C STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0138 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0154 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0170 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+018C STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+01A8 STAT_NSADDR_LIST. 00000000 00000000 00000000 00000000 00000000 00000000 00000000

-- End of array --

APPLDATA: 18143000

+0000 SERV_ID............ RSRV
+0004 SERV_LENGTH........ 3000
+0006 SERV_SUBPOOL....... FB
+0007 SERV_KEY........... 88

+0008 SERVPRFXSECTION.... 00000000
+000C SERVCTRLSECTION.... 00000000
SERVNAMESECTION. ...
+0010 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+0040 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000

edited out part of output

+0544 SERV............... 00000000 00000000 00000000 00000000
-- Array elements --

+0558 SERV_ALIASES....... 00000000

+055C SERV_ALIASES....... 00000000

edited out part of output

+05E4 SERV_ALIASES....... 00000000
-- End of array --
+05F0 HOST_ID............ RHST
+05F4 HOST_LENGTH........ 3000
+05F6 HOST_SUBPOOL....... FB
+05F7 HOST KEY........... 88
-- Array elements --
+05F8 H_ADDR_PTRS........ 18143980
+05FC  H_ADDR_PTRS........ 00000000

edited out part of output

+067C H_ADDR_PTRS........ 00000000
+0684 H_ADDR_PTRS........ 00000000
-- End of array --
-- Array elements --
+0688 H64_ADDR_PTRS...... 00000000 00000000
+0690 H64_ADDR_PTRS...... 00000000 00000000

edited out part of output

+0798 H64_ADDR_PTRS...... 00000000 00000000

+07A0 H64_ADDR_PTRS...... 00000000 00000000
-- End of array --

+07A8 HOST.........cnnnn. 181439DE 181437DC 00000002 00000004 181435F8

+07BC  HOST64............. 00000000 181439DE 00000000 18143868 00000000 00000000 00000000 18143688
-- Array elements --

+07DC  HOST_ALIASES....... 00000000

+07EQ HOST_ALIASES....... 00000000

edited out part of output

+0860 HOST_ALIASES....... 00000000
+0864 HOST_ALIASES....... 00000000
-- End of array --
-- Array elements --
+0868 HOST64_ALIASES..... 00000000 00000000
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+0870 HOST64_ALIASES..... 00000000 00000000

edited out part of output ...
+0970 HOST64_ALIASES..... 00000000 00000000

+0978 HOST64_ALIASES..... 00000000 00000000
-- End of array --

+0980 HOST_ADDR.......... 40AA6220
-- Array elements --

+0984 HOST_ADDRS......... 00000000

+0988 HOST_ADDRS......... 00000000

-- End of array --
-- Array elements --

+0990 HOST64_ADDRS....... 00000000 00000000

+0998 HOST64_ADDRS....... 00000000 00000000
-- End of array --

+09A0 HOSTADDR........... 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 000000
HOSTBUF......vvvnn.

+09C4 F3F24BF9 F84BF1F7 FOABF6F4 4B899560 81848499 4B819997 81009481 89934B89 85A3864B 96998700 002A3CD8 00000000
edited out part of output

+2090 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
HOSTBUFFER.........

+20BO AAB18183 00010000 00010000 09626F67 75736E61 6D650369 626D0363 6F780349 624D0363 4F6DO000 010001CO 1E000600
+20E0 0100002A 30002905 6C656461 32C01E07 646E7374 65616D02 7573CO1E 77CEF8C1 00001C20 00000E1O0 00093A80 0OO0A8CO
+2110 00070800 00038400 093A8000 00384000 01518053 00000200 01000037 A7000401 61C05300 00020001 000037A7 00040162
+2140 (0530000 02000100 0037A700 040163CO 53000002 00010000 37A70004 0164C053 00000200 01000037 A7000401 65C05300
+2170 00020001 000037A7 00040166 C0530000 02000100 0037A700 040167C0 53000002 00010000 37A70004 0168C053 00000200
+21A0 01000037 A7000401 69C05300 00020001 000037A7 0004016A (0530000 02000100 0037A700 04016BCO 53C07FO0 01000100
+21D0 033BFAGO0 04C62900 04C07F00 1C000100 03449500 10200105 0O3BA3EOO 00000000 00000200 30CO8EC0 01000100 059F4500
+2200 04COE44F C9CO9D0OO 01000100 05444200 04C02104 OCCOACOO 01000100 05806500 0480080A 5ACOBBOO 01000100 069AD100
+2230 04COCBE6 OACOCA00 01000100 0392B700 04C00505 F1COCAGO 1C000100 02DAD800 10200105 00002FO0 00000000 00000000
+2260 OFCOD900 01000100 06D14600 04C07024 04COE800 01000100 03468500 04803F02 35COE800 1C000100 02DB5100 10200105
+2290 00000100 00000000 00803F02 35COF700 01000100 05877600 04C02494 11000000 00000000 00000000 00000000 00000000

edited out part of output

+2C80 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
+2CBO  HOST_ZONEINTERFACE. 00000000 00000000 00000000 00000000

RAHD: 7F56C000

+0000 AIH_ID................ RATH

+0004 AIH_LENGTH............ 2CA0

+0006 AIH_SUBPOOL........... F9

+0007 AIH_KEY............... 06
ATH BUF.....ovvean.t.

+0008 86974BA6 87F14B82 4BABB188 96964B83 96940000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
edited out part of output

+0E6D 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
AIH_CANONNAME.........
FOE DD sttt et e e e et et e e e e e e e e e e e e e e e e e e e e e e e
0 L PPN
+0F95 ........
+0F9D AIH_CANONNAMELEN...... 00
+0FAO AIH_IOCSTACKINFOFLAGS. 80
+0FA4 AIH_IOCSTACKENTRIES... 00000001
-- Array elements --

+0FA8 AIH_IOCSTACKNAME...... TCPCS
+0FBO  AIH_IOCSTACKTDINDEX... 01
+0FB1  AIH_IOCSTACKFLAGS..... 90

+0FB2  AIH_IOCSTACKNAME...... ........
+0FBA  AIH_IOCSTACKTDINDEX... 00
+0FBB  AIH_IOCSTACKFLAGS..... 00

edited out part of output

+10DE  AIH_IOCSTACKNAME...... ........
+10E6 AIH_IOCSTACKTDINDEX... 00

+10E7 AIH_IOCSTACKFLAGS..... 00

-- End of array --
+11A8 AIH_SICOUNT........... 00

-- Array elements --
+11AC  AIH_SISOCKTYPE........ 00000001
+11BO0 AIH_SIPROTOCOL........ 00000006
+11B4 AIH_SIPORT............ 0015
+11B6 AIH_SISOCKTYPE........ 00000000
+11BA  AIH_SIPROTOCOL........ 00000000
+11BE  AIH_SIPORT............ 0000

-- End of array --

ATH_DADDRS........ouu.

+11C4 00000000 00000000 00000000 00000000 45937D41 00000002 00000000 000AAA00 00000000 43C3AG4C 00000002 00000000

edited out part of output
{{{{ *%xxx END OF OUTPUT sx** }}}}
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SETPRINT command

Use the SETPRINT command to change the destination of subsequent IPCS
command output. If the IPCSPRNT data set is allocated and being sent to a node,
the output of future IPCS commands accumulates (but not displayed at the
terminal) until you exit IPCS. When you exit IPCS, the IPCSPRNT data set is sent
to the specified node.

Syntax

A\
A

»»—SETPRINT——ON |
oFr—|
|—node_name—I l—.—user_id—|

Parameters

ON Allocates the IPCSPRNT data set and issues the IPCS SETDEF PRINT
command.

OFF
Frees the IPCSPRNT data set and issues the IPCS SETDEF NOPRINT
command.

node_natme

The name of a TSO or VM system to which the output is sent.
user_id

The user ID on the TSO or VM system to which the output is sent.

Note: If user_id is specified, there must be a period but no space between
node_name and user_id.

Sample output of the SETPRINT command

If the command completes successfully, there is no output for the SETPRINT
command. The following examples are invalid invocations of the SETPRINT
command.

Allocating IPCSPRNT when it is already allocated:

setprint on ralvms.testid
I1KJ568611 FILE IPCSPRNT NOT UNALLOCATED, DATA SET IS OPEN

Freeing IPCSPRNT when it is already freed:

setprint off
BLS21060I PRINT file not open
IKJ562471 FILE IPCSPRNT NOT FREED, IS NOT ALLOCATED

SKMSG command
This topic describes the SKMSG command.

Use the SKMSG command to display the SKMSG fields.

Syntax
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v
A

—skdb_address |—ALL
—skbd_address————

—skqu_address———— FUNCTION—
—raw_control_block_address— OPERANDS—
—tcb_control_block_address— SYNTAX—
—udp_control_block_address—

*.

»>—SKMSG——skmb_address L
HELP—(

Parameters
*  To omit this positional parameter when using the HELP keyword.

Skmb_address
The address of an SKMB control block or the symbol for the address.

Skdb_address
The address of an SKDB control block or the symbol for the address.

skbd_address
The address of an SKBD control block or the symbol for the address.

Skqu_address
The address of an SKQU control block or the symbol for the address.

raw_control _block address
The address of a RAW control block or the symbol for the address.

tcb_control block address
The address of a TCB control block or the symbol for the address.

udp_control_block_address
The address of a UDP control block or the symbol for the address.

HELP
Display SKMSG usage and syntax information.

ALL
Displays help about the function, operands, and syntax information for the
SKMSG command. ALL is the default.

FUNCTION
Display only function help information.

OPERANDS
Display only operands help information.

SYNTAX
Display only syntax help information.

Rule: If you specify multiple keywords from the set {ALL, FUNCTION,
OPERANDS, SYNTAX], all of the keywords that you specify are used.

Sample output of the SKMSG command
The following is a sample output of the SKMSG command:
SKMSG 15D4D5B8

SKDB at 15D4D5B8

Message 1
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SKMB: 15D4D588

+0000 id....... SKMB next.....
+0008 tail..... 00000000 cont.....
+0012 band..... 00 strx.....
+0018 datb..... 15D4D5B8 atch.....
+0024 wptr..... 15DE5AA8
SKDB: 15D4D5B8

+0000 id....... SKDB msgb.....
+0009 csrc..... 80 ctyp.....
+000C tokn..... 15E3F040 15E3F3E0
+001C base..... 15DE5000 size.....
+0028 ref...... 00000005

Buffer: 15DE5000
+0000 450005DC 24760000 4006DBFO
+0010 0943311A 0AB70866 481080F3
+0020 8010FFFE DA3B0000 0101080A
+0030 3E450C82 91A38897 D3C7E5D6
+0040 DIFOE596 F2C989D9

SKMB: 15D55B08

+0000 id....... SKMB next.....
+0008 tail..... 00000000 cont.....
+0012 band..... 00 strx.....
+0018 datb..... 15D55B38 atch.....
+0024 wptr..... 13ECACB8
SKDB: 15D55B38

+0000 id....... SKDB msgb.....
+0009 csrc..... 40 ctyp.....
+000C tokn..... 15D41040 15D417F0
+001C base..... 13ECAQ00 size.....
+0028 ref...... 00000003

00000000
15D55B08
16

00000000

15D4D588
40

00001358
00001000

09433116
450C8271
3E456F23
C297E8E3

00000000
00000000
00

00000000

15D55B08
80

000003C7
00000CB8

prev..... 00000000
flag..... 4000
hold..... 00000000
rptr..... 15DE5A60
cver..... 00
alet..... 00000000
flag..... 00000000
e e 0....
........... 3..b.
.............. ?.
...bjthpLGVOBpYT
ROVo2IiR
prev..... 00000000
flag..... 0000
hold..... 00000000
rptr..... 13ECA758
cver..... 00
alet..... 01FFO007
flag..... 00800000

TCPHDR command

Use the TCPHDR command to display the TCP header fields.

Syntax

»>—TCPHDR—

—tcp_header_address

v

—tcp_control_block_address—

—Size—

—skdb_address
—skmb_address

*.

>

LHELP—(

.

ALL
r_

Parameters

*  To omit this positional parameter when using the HELP keyword.

FUNCTION—
OPERANDS—
SYNTAX—

tcp_header_address
The address of the TCP header or an IPCS symbol.
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tcp_control block address
The address of a TCP/IP TCP control block or an IPCS symbol.

skdb_address
The address of an SKDB control block or an IPCS symbol.

skmb_address
The address of an SKMB control block or an IPCS symbol.

size
The amount of data to display. If the size is greater than the size of the header,
the variable portion of the header (if it exists) is displayed. Must be one to
three hexadecimal digits.

HELP
Display TCPHDR usage and syntax information.

ALL
Displays help about the function, operands, and syntax information for the
TCPHDR command. ALL is the default.

FUNCTION
Display only function help information.

OPERANDS
Display only operands help information.

SYNTAX
Display only syntax help information.

Rule: If you specify multiple keywords from the set {ALL, FUNCTION,
OPERANDS, SYNTAX], all of the keywords that you specify are used.

Sample output of the TCPHDR command

The following is sample output of the TCPHDR command:
TCPHDR 7F522108

TCB at 7F522108

TCP Header at 7F5222D8

7F5222D8 04010402 7228DD16 7228DB82 50107FD8 | .....vu.... b&."Q
+0010 00000000 v
Source Port : 1025
Destination Port : 1026
Sequence Number : 1,915,280,662
Ack Number : 1,915,280,258
Header Length : 20
Flags : Ack
Window Size . 32728
Checksum : 0000

Urgent Data Pointer : 0000

TOD command

Use the TOD command to format a hexadecimal time-of-day value into a readable
date and time.
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Syntax

»»>—T0D—time value «
l—,—t ime_zone—|

Parameters

time_value
The time to be converted. The time_value can be specified as either 16
hexadecimal digits or as an address in a dump of an eight-byte STCK value. If
less than 16 digits are specified, the value is padded on the right with zeros. If
an address is specified, it must be followed by a period. If an address is less
than eight hexadecimal digits, it is padded on the left with zeros.

time_zone
An offset for the time (the difference between local time and GMT). The
time_zone can be specified either as a word or as a positive or negative decimal
value. The recognized words are:

LOCAL
Time zone value of zero is used. This is the default.

GMT Greenwich Mean Time

EDT U.S. Eastern Daylight Time zone
EST  U.S. Eastern Standard Time zone
CDT US. Central Daylight Time zone
CST  US. Central Standard Time zone
MDT U.S. Mountain Daylight Time zone
MST U.S. Mountain Standard Time zone
PDT US. Pacific Daylight Time zone
PST  U.S. Pacific Standard Time zone

Sample output of the TOD command

The following are sample outputs of the TOD command.

Sample output for STCK time-of-day with a time zone word:
Command ===> ip tod b214030791f3a92c,est

B2140307 91F3A92C : 1999/04/10 20:51:58.684986 TIMEZONE: 0000430E23400000

Sample output for an address in the dump where an STCK time-of-day value is
located with a negative time zone offset:

Command ===> 1ip tod 11275d4.,-4

B24000EO 51900000 : 1999/05/16 05:36:37.632256 TIMEZONE: FFFFCA5B17000000

UDPHDR command
Use the UDPHDR command to display the UDP header fields.
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Syntax

»>—UDPHDR——UDP_header_address ><
—skdb_address —Size—| L |—ALL J
—skmb_address * HELP—( )

* FUNCTION—
OPERANDS—
SYNTAX—

Parameters
* To omit this positional parameter when using the HELP keyword.

UDP_header_address
The address of a UDP header or the symbol for the address.

Note: The UDP header has no version or identifier, so it is not possible to
definitively recognize a UDP header given an address in storage. Therefore,
this command formats the storage assuming it is a UDP header.

Skdb_address
The address of an SKDB control block or the symbol for the address.

skmb_address
The address of an SKMB control block or the symbol for the address.

HELP
Display UDPHDR usage and syntax information.

ALL
Displays help about the function, operands, and syntax information for the
UDPHDR command. ALL is the default.

FUNCTION
Display only function help information.

OPERANDS
Display only operands help information.

SYNTAX
Display only syntax help information.

Rule: If you specify multiple keywords from the set {ALL, FUNCTION,
OPERANDS, SYNTAX], all of the keywords that you specify are used.

Sample output of the UDPHDR command
The following is a sample output of the UDPHDR command:
UDPHDR 08DOAGD8

UDP Header at O8DOAGEC

08DOAOEC 040700A1 0033CD23 Ve
Source port . 1031
Destination port : 161
Datagram Length HE) !
Checksum : CD23
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Installing TCP/IP IPCS subcommands by using the panel interface

To use the panel interface to the TCP/IP IPCS subcommands, you can either
display the panels using an IPCS command or connect the TCP/IP ISPF panels to
an existing ISPF panel. No additional installation steps are required to display the
panels using an IPCS command. To connect the TCP/IP ISPF panels to an existing
panel, find an existing panel where you wish to add TCP/IP as an option and
modify the panel. Modify the panel by adding the TCP/IP option, which processes
the following command:

PGM(BLSGSCMD) PARM(%EZBTCPEX) NEWAPPL(EZBD)

where BLSGSCMD is the IPCS command, EZBTCPEX is the TCP/IP REXX exec, and
EZBD is the TCP/IP key list prefix.

You can also start the TCPIP panel interface by performing the following steps:
1. Log on to TSO.

2. Access IPCS to display the IPCS Primary Option menu. [Figure 27 on page 312|
shows an example of an IPCS Primary Option Menu.

3. Select option 2, "ANALYSIS - Analyze dump contents".
4. Select option 6, "COMPONENT - MVS component data".
5. Scroll down to "TCPIP TCP/IP Dump Analysis" and select it.

Entering TCP/IP IPCS subcommands

You can enter the TCP/IP IPCS subcommands as an IPCS command, either by
using panels provided by TCP/IP or by using the IPCS batch facility.

You can invoke the TCP/IP IPCS panels in one of the following ways:

* Invoke the panel REXX exec as an IPCS subcommand. Follow the steps above
for entering a TCP/IP IPCS subcommand using the IPCS Subcommand Entry
panel and enter the command:

EZBTCPEX

* Invoke the TCP/IP IPCS panels by selecting the option provided in the
installation section above.

For either method, you should see the main menu for the TCP/IP IPCS commands
shown in [Figure 26 on page 312}

Select an option, and the panels prompt you for additional menu choices or input
for the specific TCP/IP IPCS subcommand you select. After all input has been
selected, the TCP/IP IPCS subcommand is invoked using the current default dump
data set. If the dump data set is for Telnet, only the commands indicated
"Available for Telnet" in the IPCS command list provide data. The commands not
supported by Telnet return no data.
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TCP/IP Analysis Menu
Command ===>
(C) Copyright IBM Corporation 1998,2001. A1l rights reserved.
Select one of the following. Then press Enter.
1. General . . . - HEADER, MTABLE, STATE, TSDB, TSDX, TSEB
2. Protocol . . - PROTOCOL, RAW, TCB, UDP
3. Configuration - CONFIG, CONNECTION, PROFILE, ROUTE
4. Resources . - COUNTERS, LOCK, MAP, STORAGE, TIMER
5. Execution . . - DUAF, DUCB, TRACE
6. Interfaces . - API, SOCKET, STREAM
7. Structures . - HASH, TREE
8. Functions . . - FRCA, IPSEC, POLICY, TELNET, TTLS, VMCF,
XCF
9. Headers . . . - ICMPHDR, IPHDR, SKMSG, TCPHDR, UDPHDR
10. Converters . - ERRNO, SETPRINT, TOD
11. Applications. - RESOLVER

-

Figure 26. Main menu for TCP/IP IPCS subcommands.

See |z/0S Communications Server: New Function Summary] for information

regarding VTAM IPCS commands.

Steps for entering a TCP/IP IPCS subcommand

Enter a TCP/IP IPCS subcommand by using the IPCS Subcommand Entry panel.

Procedure

Follow these steps to enter a TCP/IP IPCS subcommand:
1. Log on to TSO.

2. Access IPCS to display the IPCS Primary Option Menu. shows an

example of an IPCS Primary Option Menu.

/: ——————————————————————— IPCS PRIMARY OPTION MENU --------

OPTION  ===>

0  DEFAULTS - Specify default dump and options

1 BROWSE - Browse dump data set

2 ANALYSIS - Analyze dump contents

3 UTILITY - Perform utility functions

4 COMMAND - Enter IPCS subcommand or CLIST

5 TCP/IP - TCP/IP analysis commands

6 NCP - NCP analysis commands

7  NMP - NMP analysis commands

8  INVENTORY - Inventory of problem data

9  SUBMIT - Submit problem analysis job to batch

T  TUTORIAL - Learn how to use the IPCS dialog

X EXIT - Terminate using log and list defaults
Enter END command to terminate IPCS dialog

Figure 27. IPCS primary option menu

3. Select option 4, COMMAND.

4. Type the TCP/IP IPCS subcommand. [Figure 28 on page 313|shows the IPCS

Subcommand Entry panel with a subcommand entered.
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————————————————————————— IPCS Subcommand Entry ---===---mmmmmmmm e
Enter a free-form IPCS subcommand or a CLIST or REXX exec invocation below:
===> tcpipcs help
——————————————————————— IPCS Subcommands and Abbreviations ---------=--ccemouo
ADDDUMP DROPDUMP, DROP D | LISTMAP, LMAP RUNCHAIN, RUN C
ANALYZE DROPMAP, DROP M | LISTSYM, LSYM SCAN
ARCHECK DROPSYM, DROP S | LISTUCB, LIST U SELECT
ASCBEXIT, ASCBX EQUATE,  EQU, EQ | LITERAL SETDEF, SET D
ASMCHECK, ASMX FIND, F LPAMAP STACK
CBFORMAT, CBF FINDMOD, FMOD MERGE STATUS, ST
CBSTAT FINDUCB, FIND U | NAME SUMMARY,  SUMM
CLOSE GTFTRACE, GTF NAMETOKN SYSTRACE
COPYDDIR INTEGER NOTE, N TCBEXIT, TCBX
COPYDUMP IPCS HELP, H OPEN WEBBEXIT, WEBBX
COPYTRC LIST, L PROFILE, PROF WHERE, W
CTRACE LISTDUMP, LDMP RENUM,  REN
N J
Figure 28. IPCS subcommand entry panel with a TCP/IP IPCS subcommand entered
Step for using the batch option
Access IPCS commands by using the batch processing interface.
Procedure
Perform the following step:
Prepare the JCL data set. See[z/OS MVS IPCS User's Guide|and |z/OS MVS IPCS|
The following is a sample command (single command):
%TCPIPCS TELNET (* DETAIL)
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Part 3. Diagnosing z/0S Communications Server components
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Chapter 7. Diagnosing problems with the z/OS Load
Balancing Advisor

The z/0S Load Balancing Advisor is a system that comprises outboard load
balancers (LBs), an Advisor, and one or more Agents.

This topic discusses problem diagnosis of the Advisor and Agents and includes the
following sections:

» |“Diagnostic data”]

» ["Diagnosing Advisor and Agent problems” on page 318|

“Debug settings and corresponding syslogd priority levels” on page 322

Tip: For diagnosing problems with the load balancer, see the appropriate load
balancer documentation.

Diagnostic data

You might need to collect multiple pieces of data to accurately diagnose problems.
For example, the following might be useful:

 Console messages for Advisor and Agents
¢ Output from the MODIFY command for the Advisor and Agents

* syslogd log messages for Advisor and Agents (possibly including debug level
trace)

* Advisor and Agent address space dumps and snap output
* Packet traces of Load Balancer data

¢ TCP/IP CTRACE of Agents and possibly the Advisor

* Netstat displays on TCP/IP stacks managed by Agents

* SNMP information

Guideline: syslogd does not have to be running to run the Advisor or Agents;
however, syslogd is the only logging facility that either the Advisor or its Agents is
capable of using. Useful diagnostic information might be lost if syslogd is not
running before the Advisor or Agents are run.

The Advisor and Agent trigger address space dumps when certain unexpected
error conditions are encountered. Both a CEEDUMP and address space snap
output are produced and written to the data sets or files that are specified by the
start procedure CEEDUMP and CEESNAP DD statements, respectively.

If the Advisor or Agent abnormally terminate (for example a 0Cx abend occurs), an
unformatted SYSMDUMP is produced and written to the data set that is specified
by the start procedure SYSMDUMP DD statement. If you override the Language
Environment run-time option TERMTHDACT during the installation or start
procedure, the SYSMDUMP might not be produced, or a CEEDUMP might be
produced instead. Therefore, you should not override the TERMTHDACT run-time
option. See[z/0S Language Environment Programming Guidefor more
information about run-time options.

In other situations, the z/OS operator might need to dump the address space
manually.
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Packet trace data of Server/Application State Protocol (SASP) protocol messages
that are sent between the Advisor and LBs might be needed. See
[“TCP/IP services traces and IPCS support,” on page 47|for details about how to
use the IP packet trace facility.

Restriction: When encrypting data, the packet trace data will be encrypted. Use
MESSAGE level log messages instead.

The TCP/IP CTRACE trace of the Agents provides some information about data
that has been collected from the TCP/IP stack for determining availability and
desirability metrics. If the Agent is managing a CINET environment, a TCP/IP
CTRACE might be needed in each TCP/IP stack. A TCP/IP CTRACE on the
Advisor or Agent TCP/IP stack might also show data that is flowing between the
Agents and Advisor. On the Agent TCP/IP stack, the SOCKET, INTERNET, and
IOCTL CTRACE options are useful. On the Advisor TCP/IP stack, the INTERNET
and SOCKET options are useful. See [‘Component trace” on page 47| for more
information.

The following Netstat displays on stacks that are managed by Agents might be
useful:

HOME
Indicates which interfaces exist and which stack owns them

ALLCONN
Indicates the listening TCP sockets and UDP end-points

SNMP information gives information similar to Netstat displays.

Diagnosing Advisor and Agent problems

318

This topic includes diagnostic information about Advisor and Agent problems.

Abends

Messages and error-related information are usually sent to the MVS system console
when an abend on the Advisor or Agent occurs. Perform a dump of the error
unless the symptoms already match a known problem.

Workload not distributed to a particular application

Use the following checklist to determine why workload is not being distributed to
an application:

* Verify that the Advisor is running and that an Agent is running on the MVS
system that contains the application. If they are not running, start the Advisor or
Agent.

* If you are using sysplex subplexing, verify that the Advisor and Agents are in
the same subplex. If there are multiple TCP/IP stacks in a subplex, ensure the IP
addresses used by the Advisor and Agents are DVIPAs defined within a
VIPARANGE statement on each of the stacks in the subplex. Review the syslog
for the Advisor and Agents for messages indicating what subplex had been
used. Each subplex must have an active Advisor associated with it, and each
subplex in a z/OS system must have an Agent associated with it.

* Issue display commands on the Advisor to determine whether any LBs have
registered the application. Verify that the LB is connected to the Advisor. If you
are using sysplex subplexing, ensure that the load balancers have connectivity to
the Advisor's subplex.
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* Verify that the Advisor's 1b_id_1ist statement includes the IP address of the LB
in question if not using AT-TLS.

* Verify that the IP address and protocol of the member on the LB match the IP
address and protocol of the application. If the IP addresses or protocols do not
match, correct the definition at the LB.

* Verify that the Advisor's agent_id_list statement contains the IP address and
port that the Agent is bound to on the system where the application exists, if not
using AT-TLS. If it does not match and you are not using AT-TLS, correct the
agent_id list statement on the Advisor or the advisor_id statement on the
Agent.

* Verify that network connectivity exists between the Advisor and the Agent in
question. Unexpected loss of network connectivity between the two should
result in an immediate action console message and related messages in the
Agent and Advisor log. Issue NETSTAT CONN or NETSTAT ALLCONN
commands on the Advisor system to see which Agents have connections to the
Advisor, and by omission, which do not. Issue the MODIFY DISPLAY command
on the Agents in question to verify that the connection to the Advisor is still
active. The DISC flag is shown on the MODIFY DISPLAY command when the
Agent is not connected to an Advisor. Correct the underlying network
connectivity problem. For more information, see [Chapter 4, “Diagnosing network]
[connectivity problems,” on page 27

* If using AT-TLS with SERVAUTH access control checks to validate connections
between the Advisor, Agents, and external load balancers, see |Chapter 28,|
“Diagnosing Application Transparent Transport Layer Security (AT-TLS),” on|
[page 705.|In addition, ensure that the SERVAUTH class is active. Ensure that the
EZB.LBA.LBACCESS.sysname.tcpsysplexgroupname resource profile is defined
and that the user ID associated with the external load balancer has READ access
to it. Ensure that the EZB.LBA.AGENTACCESS.sysname.tcpsysplexgroupname
resource profile is defined and that the Agents have READ access to it. On the
system console where the Advisor is running, look for message EZD12801 which
indicates that a connection attempt using AT-TLS failed. This message has
specific reason codes which indicate the reason for the failure.

¢ Issue display commands on the Advisor and Agent in question to verify that the
application is available and enabled (not quiesced). Start the application or
enable the application using the Agent MODIFY ENABLE command.

¢ Check the log file for ERROR or WARNING messages and take the appropriate
corrective action. If ERROR and WARNING level log messages are not enabled,
enable them and recheck the log file later.

* Verify that the LB has connectivity to the IP address of the member in question.

Workload not distributed as expected
Use the following checklist to diagnose workload distribution problems:

* Verify that the Advisor's update interval value is not inordinately large. The
Advisor must wait at least two update intervals before beginning to receive
enough data to properly calculate weights when an application becomes
available or when an Agent is started.

Allow at least three update intervals to expire after an application is started
before re-examining the distribution of workload. If workload is occasionally
being sent to overloaded applications or systems, adjust the update_interval
downward so workload distribution can react more quickly to the pace of new
workload requests.

* Periodically issue display commands on the Advisor to check the weights of
members within the group in question. Determine whether the weights are

Chapter 7. Diagnosing problems with the z/OS Load Balancing Advisor 319



320

consistent with the expected behavior. If the weights are not consistent with
expected behavior, see|z/OS Communications Server: IP System Administrator's|
for more information about how to analyze the member weights; if
all releases in the sysplex are not VIR9 or above, note the restrictions and
limitations described in this section. If these are consistent with the expected

behavior, investigate the problem at the LB. For more information about
see [z/0S Communications Server: New Function Summaryl

* Verify that the Advisor's agent_id_list value contains the IP addresses and
ports that each Agent is bound to on the MVS systems where the application
exists, if not using AT-TLS. If it does not match and you are not using AT-TLS,
correct the agent_id_1ist statement on the Advisor or the advisor_id statement
on the Agent.

* If using AT-TLS with SERVAUTH access control checks to validate connections
between the Advisor, Agents, and external load balancers, see |Chapter 28,|
“Diagnosing Application Transparent Transport Layer Security (AT-TLS),” on|
page 705.|In addition, ensure that the SERVAUTH class is active. Ensure that the
EZB.LBA.LBACCESS.sysname.tcpsysplexgroupname resource profile is defined
and that the user ID associated with the external load balancer has READ access
to it. Ensure that the EZB.LBA.AGENTACCESS.sysname.tcpsysplexgroupname
resource profile is defined and that the Agents have READ access to it. On the
system console where the Advisor is running, look for message EZD12801I which
indicates that a connection attempt using AT-TLS failed. This message has
specific reason codes which indicate the reason for the failure.

* Issue display commands at the Advisor to make sure that members of the group
in question are not unexpectedly quiesced or unexpectedly unavailable (AVAIL
status is NO).

If AVAIL is NO because sysplex problem detection and recovery issued message
EZD1973E then the TCP/IP stack must either be restarted or at least 10 minutes
must pass from the last occurrence of the problem (for example, an abend). See
the Sysplex problem detection and recovery section in|z/OS Communications|
[Server: IP Configuration Guide| for more information.

* Issue display commands at the Advisor for all system-level members in the
sysplex to verify that the MVS systems have the expected residual capacity.

¢ Check the log file for ERROR or WARNING messages and take the appropriate
corrective action. If ERROR and WARNING level log messages are not enabled,
enable them and recheck the log file later.

Advisor or Agent appears to be hung

Verify that the Agent or Advisor is actually hung by issuing a MODIFY
procname,DISPLAY,DEBUG command. If no response is received, then attempts to
stop (not cancel) the application. If the application does not terminate, the
application is hung. If the hang occurred while DEBUG-level Advisor or Agent
trace was in effect, collect the following problem documentation and call IBM
Service.

* Take an SVC dump of the Agent or Advisor address space (depending on which
application is hung) and of the OMVS address space including its data spaces.

* Capture the MVS console messages.
* Capture the application (Agent or Advisor) log messages written to syslogd.

If DEBUG-level trace was not in effect at the time, turn on DEBUG-level Advisor
or Agent trace, reproduce the problem, collect the problem documentation
previously mentioned, and call IBM Service.
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Group names in displays are indecipherable

When LBs define group names, the names are coded in UTF-8 format. This
character set is a superset of the EBCDIC character set; therefore, not all characters
are translatable to EBCDIC. Rename the group names in the LBs to use characters
limited to the ASCII character set.

Load balancer connection terminates unexpectedly
Check the following:
* Verify the load balancer administrator has not shut down the load balancer.

* Verify that TCP/IP connectivity still exists between the load balancer and the
Advisor (for example, from the Advisor host, ping the address of the load
balancer).

¢ Check the Advisor's log file for ERROR or WARNING messages and take the
appropriate corrective action. If you see an ERROR message indicating a send()
operation failed with "errno = EDC8102I Operation would block" you might
have too many groups or members registering from the load balancer. Increase
the TCPSENDBEFRSIZE parameter of the TCPCONFIG PROFILE.TCPIP
statement, or register fewer groups and members from the load balancer, and
then try the operation again. If ERROR and WARNING level log messages are
not enabled, enable them, repeat the operation, and recheck the log file again.

Tip: Keep in mind that the Advisor has an internal maximum message size of
128K bytes. If this limit is exceeded, the connection is closed and an error
message is logged stating that the message is too large and was not received.

e Check the load balancer for errors.

Agent-Advisor connection terminates unexpectedly
Check the following:
¢ Verify that the Agent's MVS operator has not shut down the Agent.
* Verify that TCP/IP connectivity still exists between the Agent and the Advisor.

* Check the Advisor's log file for ERROR or WARNING messages and take the
appropriate corrective action. If you see an ERROR message indicating a send()
operation failed with errno = EDC8102I Operation would block, you might have
too many groups or members registered that belong to the same Agent. Increase
the TCPSENDBFRSIZE parameter of the TCPCONFIG PROFILE.TCPIP
statement, or register fewer groups and members belonging to the Agent. Then
try the operation again.

Tip: Keep in mind that the Advisor and Agent have an internal maximum
message size of 128KB. If this limit is exceeded, the connection is closed and an
error message is logged, which states that the message is too big and was not
received.

If ERROR and WARNING level log messages are not enabled, enable them,
repeat the operation, and recheck the log file again.

* Check the Agent's log for errors.

* Connectivity can be dropped between the Advisor and Agents if processing
slows down too much (due to lots of registered members and/or high debug
levels) and the update_interval is configured too low. Using AT-TLS could
increase the possibility of this happening. Try increasing the update_interval.
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Automatic restart manager (ARM) registration failure

Failure of the Advisor or Agent to properly register with ARM is indicated by a
warning-level message written to the log file. This log message is a result of the
IXCARM call failing with the return code and reason codes indicated in the log
message. See [z/OS MVS Programming: Sysplex Services Referencd for information
about interpreting the IXCARM return code and reason code.

One of the common causes of failure is the lack of a security profile. See the
EZARACF sample for instructions on how to add an ARM security profile for the
application.

When you are using sysplex subplexes, do the following:

* Define an ARM policy with the TARGET_SYSTEM keyword to indicate which
systems the element can be restarted on to ensure that the application is
restarted only on a system that is in the same subplex.

* Restart the Advisor and Agent on a VTAM system that has been started with an
XCFGRPID start option that corresponds with the vv portion of the
sysplex_group_name in the Advisor and Agent configuration files, and has an
available TCP/IP stack with a GLOBALCONFIG XCFGRPID parameter that
corresponds with the tt portion of the sysplex_group_name in the Advisor and
Agent configuration files.

* If there are multiple TCP/IP stacks in a subplex, ensure the IP addresses used by
the Advisor and Agents are DVIPAs defined within a VIPARANGE statement on
each of the stacks in the subplex.

Debug settings and corresponding syslogd priority levels

summarizes the available debug levels and their associated syslogd
priority levels.

Table 16. Available debug levels and associated syslogd priority levels

Logging category/Level Description

None — 0 No messages of any kind are sent to the
logging file after initialization is complete.

ERROR — 1 Error messages indicate something that
requires attention. Messages at this level
could be fatal (terminating) or could indicate
that an important part of the workload
advising system is not working properly.

This information is logged at the syslogd
ERROR priority level.

WARNING — 2 Warning messages indicate that an error has
occurred, but it is not severe enough to
warrant an ERROR. Corrective action might
be necessary because the Advisor or Agent
might not be behaving as intended.

This information is logged at the syslogd
WARNING priority level.
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Table 16. Available debug levels and associated syslogd priority levels (continued)

Logging category/Level

Description

EVENT — 4

Event messages are logged for things that
happen periodically, like operator
commands, UNIX signals, timer pops,
receipt of a network message, and so on.

This information is logged at the syslogd
NOTICE priority level.

INFO — 8

Informational messages are sent to the
logging file. These messages do not require
corrective action.

This information is logged at the syslogd
INFO priority level.

MESSAGE — 16

Message messages concern the detailed
contents of message packets that are sent
between the Advisor and LB, or between the
Advisor and Agent. These can be used to
assist debugging Advisor/LB and
Advisor/Agent communications.

This information is logged at the syslogd
DEBUG priority level.

This level is intended for IBM service use
only.

COLLECTION — 32

Collection messages concern the details of
collecting and manipulating the data that
forms the basis of weight calculations.

This information is logged at the syslogd
DEBUG priority level.

Restriction: COLLECTION is only used by
the Agent.

This level is intended for IBM service use
only.

DEBUG — 64

Debug messages are intended for
Development or Service and give detail that
customers would not normally want. The
intention of this level of message is to
provide information that is useful in
debugging code, logic, or timing errors.

This information is logged at the syslogd
DEBUG priority level.

This level is intended for IBM service use
only.

TRACE — 128

Trace messages are intended for
Development or Service to track code
processing (footprints).

This information is logged at the syslogd
DEBUG priority level.

This level is intended for IBM service use
only.
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Chapter 8. Diagnosing problems with the automated domain
name registration application (ADNR)

The automated domain name registration (ADNR) application is a function that
dynamically updates name servers with information about sysplex resources in
near real time. The DNS names managed by ADNR can be names that represent all
instances of an application within the sysplex, names that represent a specific
instance of an application within the sysplex, names that represent the entire
sysplex, or names that represent individual systems within the sysplex. ADNR
communicates with the z/OS Load Balancing Advisor, (specifically the Advisor
application), which architecturally is a Global Workload Manager (GWM)
according to the Server/Application State Protocol (SASP). The Advisor application
from the z/OS Load Balancing Advisor is the only GWM with which ADNR is
designed to interact. All references to a GWM in this topic see the Advisor
application of the z/OS Load Balancing Advisor.

Diagnostic data

You might need to collect multiple pieces of data to accurately diagnose problems,
such as the following:

* Console messages for ADNR

* syslogd log messages for ADNR (possibly including DEBUG - 64 level trace)
* Name server log data for the name servers that are managed by ADNR

* ADNR address space dump and snap output

e SYSTCPIP CTRACE for the TCP/IP stack where ADNR and the GWM are
running

* Packet traces of GWM data
* Netstat displays for the connection between ADNR and the GWM
* A listing of the zone data from the managed name server or name servers

 z/0S Load Balancing Advisor log data and displays. See|Chapter 7, “Diagnosing]
[problems with the z/OS Load Balancing Advisor,” on page 317|for information
about the Load Balancing Advisor.

Note: syslogd is the only logging facility that ADNR uses. Useful diagnostic
information might be lost if syslogd is not running before you run ADNR.

ADNR triggers address space dumps when certain unexpected error conditions are
encountered while communicating with a GWM. Just after connecting to the
GWM, ADNR enters a negotiation phase. During negotiation, a series of
architected SASP requests are sent to the GWM,; for each request, an architected
SASP reply is received from the GWM. If the negotiation does not successfully
complete, ADNR closes the connection, increases the logging level, establishes a
new connection to the GWM, and retries the negotiation.

If the negotiation fails a second time, ADNR dumps its address space; the dump
title header is ADNR Dump - Neg Failed and the logging level is restored to its
original configured value and the connection is closed. Retries continue at 1 minute
intervals using the configured logging level.
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After completing the negotiation phase, the GWM might send an unsolicited
SendWeights message to ADNR; the message contains information about the
changed state of resources that the ADNR application registered to the GWM
during negotiation. If the SendWeights message contains an architectural error,
ADNR closes the connection, increases the logging level, establishes a new
connection to the GWM, and completes negotiation with the GWM. If the next
SendWeights message received from the GWM contains an error, ADNR dumps its
address space; the dump title header is as follows:

ADNR Dump - Rcv Failed

The logging level is restored to its original configured value and the connection is
closed. Retries continue at 1 minute intervals using the configured logging level.

These types of errors generally occur because incompatible levels of maintenance
are applied to the GWM and ADNR. After being started, ADNR dumps its address
space only once when these types of errors are detected. For further diagnosis,
collect the ADNR log and address space dump. Review the log to determine the
type of error that occurred. Review the PTF requirements of any recently installed
PTFs. If you cannot correct the problem with additional maintenance or a
configuration change, then contact IBM Service.

For other types of errors, both a CEEDUMP and address space snap output might
be produced and written to the data sets or files that are specified by the start
procedure CEEDUMP and CEESNAP DD statements, respectively.

If ADNR abnormally terminates (for example an 0Cx abend occurs), then an
unformatted SYSMDUMP is written to the data set that is specified by the start
procedure SYSMDUMP DD statement. If you override the Language Environment
run-time option TERMTHDACT during the installation or start procedure, then the
SYSMDUMP may not be produced, or a CEEDUMP may be produced instead.
Therefore, you should not override the TERMTHDACT run-time option. See
[Language Environment Programming Guidg for more information about Language
Environment runtime options.

In other situations, the z/OS operator might need to dump the ADNR address
space manually. See [z/OS MVS Diagnosis: Tools and Service Aids| for more
information about obtaining a dump.

SYSTCPDA CTRACE (packet trace) data of the SASP protocol messages sent
between ADNR and GWM may be needed. See [Chapter 5, “TCP/IP services traces|
land IPCS support,” on page 47| for details about how to use the IP packet trace
facility.

Restriction: When encrypting data, the packet trace data will be encrypted. Use
MESSAGE level log messages instead.

A SYSTCPIP component trace on the TCP/IP stacks used by ADNR and its
associated GWM shows data that is flowing between them. Start the trace by
specifying OPTIONS=(PFS,TCP,UDP,INTERNET),JOBNAME=(server) on both
stacks, where the server value is the ADNR or GWM address space (or both names
separated by a comma if they are using the same stack). See |Chapter 5, “TCP/ IP|
lservices traces and IPCS support,” on page 47| for more information.

You can dump the contents of the DNS zones managed by ADNR by issuing the
domain information grouper (dig) command from z/OS UNIX:

dig @server zone axfr -p port -k key_file 2>zone_xfer.err 1>zone_xfer.out

z/0S V2R1.0 Communications Server: IP Diagnosis Guide



where

server
The server IP address or host name which contains the zone managed by
ADNR

zone
The zone being managed by ADNR whose contents are being dumped

port
Optionally specify the port number which the DNS server is listening on for
queries

key file
Optionally specify the key file that is used to sign transactions for this zone

zone_xfer
Redirect the stdout and stderr file streams of the command to two distinct
z/0OS UNIX files.

See [z/0OS Communications Server: IP System Administrator's Commands| for more
information about the dig command.

The following Netstat command displays stacks that have affinity with ADNR:
ALLConn/-a, COnn/-c

This command is used to determine whether there is an active connection between
ADNR and the GWM. ALLConn/-a displays information for all TCP connections
and UDP sockets, including some recently closed ones. COnn/-c displays
information about each active TCP connection and UDP socket. See |§ / O§|
[Communications Server: IP System Administrator's Commands} Monitoring the
TCP/IP network, Netstat section for information about using Netstat commands.

Diagnosing ADNR problems

This topic includes diagnostic information about ADNR problems.

Abends

ADNR

ADNR

Messages and error-related information are usually sent to the MVS system console
when an abend on ADNR occurs. Perform a dump of the error unless the
symptoms already match a known problem.

fails to initialize

Problems with the configuration file are the most common cause for ADNR failure
during initialization. This class of problems is identified by a console message.
However, failure to give the ADNR load module proper APF authorization will not
result in an ADNR termination message on the console or in the syslog. In this
particular case, the failure message is sent to the SYSOUT data set. If the sample
ADNR started procedure is used, then this output appears in the ADNR job log.

not communicating with the Global Workload Manager

ADNR communicates with only one GWM. Use the following information to
diagnose why ADNR fails to communicate with the GWM.

Restriction: ADNR supports only the z/OS Load Balancing Advisor application as
the GWM.
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e Verify that ADNR is running. If it is not running, then start ADNR.

* Verify that the GWM is running. If it is not running, then start the GWM. See
Chapter 7, “Diagnosing problems with the z/OS Load Balancing Advisor,” on|
page 317 for more on z/OS Load Balancing Advisor problems.

* Verify network connectivity exists between the GWM and ADNR.

— See [Chapter 4, “Diagnosing network connectivity problems,” on page 27| for
guidance on the diagnosis process for network connectivity problems.

— Issue display commands on the GWM (by using the MODIFY command) to
determine whether ADNR is connected to the GWM and has registered its
group and member data. For more information about the [MODIFY command|
see |z/OS Communications Server: IP System Administrator's Commands] If
not using AT-TLS, verify that the z/OS Load Balancing Advisor's 1b_id_Tist
statement includes the IP address on the host_connection_addr parameter in
the gwm statement in the ADNR configuration file. The eventual action
message, EZD1272E will persist on the console if communication with a
GWM does not exist.

— If using AT-TLS with SERVAUTH access control checks to validate
connections between the Advisor and ADNR, see |[Chapter 28, “Diagnosing]
[Application Transparent Transport Layer Security (AT-TLS),” on page 705/ In
addition, ensure that the SERVAUTH class is active. Ensure that the
EZB.LBA.LBACCESS.sysname.tcpsysplexgroupname resource profile is
defined and that the load balancer and ADNR have READ access to it. On the
system console where the Advisor is running, look for message EZD12801
which indicates that a connection attempt using AT-TLS failed. This message
has specific reason codes which indicate the reason for the failure.

— If you are using sysplex subplexing, ensure that the ADNR application does
the following:

- Has connectivity to the Advisor's subplex.

- Is using one of the TCP/IP stacks in this subplex; when in a common INET
(CINET) environment with multiple TCP/IP stacks on one MVS system,
either by establishing affinity to one of the stacks in the subplex or by
binding to a VIPA that is only defined on stacks that are in that subplex.
See the adnrproc.sample for an example of the JCL to establish affinity.

— Verify that network connectivity exists between ADNR and the GWM in
question. Issue Netstat COnn/-c or Netstat ALLConn/-a commands on the
ADNR system to see whether a connection exists between ADNR and the
GWM. Correct the underlying network connectivity problem. For guidance on
using Netstat commands|see [z/OS Communications Server: IP System|
Administrator's Commands}

— Issue a display command on ADNR to determine whether there are
indications that any groups and members are known to exist within the
sysplex. For more information about the MODIFY command|see |z/ OSl
[Communications Server: IP System Administrator's Commands}

* Check the syslogd output file where ADNR writes its log data for ERROR or
WARNING messages and take the appropriate corrective action. If ERROR and
WARNING level log message are not enabled, then enable them and recheck the
log file later. The current ADNR debug level can be displayed by issuing the
MODIFY procname, DISPLAY,DEBUG command at the MVS console. The debug
level can be dynamically changed by issuing the MODIFY
procname, DEBUG,LEVEL=n command at the MVS console. The procname is the
JCL procedure name for ADNR and # is the new debug level. For more
information about the MODIFY command} see |z/0OS Communications Server: 1P|
[System Administrator's Commands|.
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Automatic restart manager (ARM) registration failure

ADNR

Failure of ADNR to properly register with ARM is indicated by a warning-level
message written to the log file. This log message is a result of the IXCARM call
failing with the return code and reason codes indicated in the log message. See
z/OS MVS Programming: Sysplex Services Reference| for information about
interpreting the IXCARM return code and reason code.

One of the common causes of failure is the lack of a security profile. See the
EZARACF sample for instructions on how to add an ARM security profile for the
application. Ensure that each instance of ADNR is configured to use an ARM
element name that is unique within the sysplex. Use the arm_element_suffix
configuration statement to specify a unique suffix for the element name.

not updating zones in a DNS server

Use the following information to determine why changes to host names are not
being updated in the DNS server zone being managed by ADNR:

* Verify that ADNR is running. If it is not running then start ADNR.

* If message EZD1278E or EZD12571 has been issued, see

[unresponsive zones” on page 330

* Issue display commands with the ADNR MODIFY command to determine
whether it is connected to the GWM and has registered its group and member
data. If not using AT-TLS, verify that the z/OS Load Balancing Advisor's
Ib_id_list value includes the IP address of ADNR specified with the
host_connection_addr keyword of the gwm statement.

If using AT-TLS with SERVAUTH access control checks to validate connections
between the Advisor and ADNR, see [Chapter 28, “Diagnosing Application|
[Transparent Transport Layer Security (AT-TLS),” on page 705/In addition, ensure
that the SERVAUTH class is active. Ensure that the

EZB.LBA .LBACCESS.sysname.tcpsysplexgroupname resource profile is defined
and that the load balancer and ADNR have READ access to it. On the system
console where the Advisor is running, look for message EZD1280I which
indicates that a connection attempt using AT-TLS failed. This message has
specific reason codes which indicate the reason for the failure.

* Check the log file for any ADNR ERROR or WARNING messages and take the
appropriate corrective action. If ERROR and WARNING level log messages are
not enabled, then enable them and recheck the log file later. For more
information about the [ADNR display commands|see|z/OS Communications|
[Server: IP System Administrator's Commands]

* Ensure that the ADNR configuration is not changed when ADNR is not active.
Removing a dns statement or zone parameter while ADNR is not active causes
ADNR to lose control of the information in that name server's zones. The
information in this case is considered to be orphaned.

DNS name servers managed by ADNR contain incorrect or
outdated data

Use the following information to determine why zones being managed by ADNR
contain incorrect or outdated information:

* Verify that ADNR is communicating with the GWM and its managed name
servers.

* Verify that ADNR is able to communicate with the managed DNS name server's
zones.
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* Ensure that the ADNR configuration file is not changed when ADNR is not
active. Removing a dns statement or zone parameter while ADNR is not active
causes ADNR to lose control of the information in that name server's zones. The
information in this case is considered orphaned and goes stale. These types of
configuration file changes should be made while ADNR is active and applied by
using the MODIFY procname, REFRESH command to avoid orphaned data in the
name server; ADNR deletes the information in the name server that is associated
with the removed dns statement or zone parameter.

* Verify that the zones in the name servers managed by ADNR have not been
updated by any entity other than ADNR. This includes manual updates to the
zone data files, updates from DHCP servers, or other nsupdate clients. Failure to
abide by this restriction can result in lost DNS records and ADNR zone update
failures.

* Verify that the update interval of the GWM is not longer than you expect. The
GWM update interval dictates how frequently ADNR receives data from the
GWM and consequently, how frequently the managed name servers are updated
with that data. Lower the update interval on the GWM if you need the managed
name servers to have data that more closely follows the actual availability status
of the sysplex resources they represent. ADNR waits a certain time after ADNR
initialization and after a dynamic update to ensure that all of the sysplex data
has been reported before attempting to update its managed name servers. When
the GWM is the z/OS Load Balancing Advisor (Advisor) application, the
Adpvisor's update_interval statement determines the time that ADNR waits;
specifically two times the update_interval received from the GWM. If the ttl
keyword under a zone parameter of the ADNR DNS statement is defaulted to
use the value from the GWM's update_interval statement, then that value is
used as the time-to-live value for the DNS resource records for that zone

e If the ttl value for a zone is defaulted as described in the previous bullet, ensure
the resource records in the name server for that zone reflect this value.

Diagnosing unresponsive zones

Messages EZD1278E and EZD12571 indicate when a zone is unresponsive and
identify an unresponsive zone. An unresponsive zone does not accept updates or
queries for information from ADNR. Unresponsive zones cause other symptoms,
such as zones in a name server not being updated at all, or failure of the zone to
contain up-to-date information regarding the status of resources in the sysplex. Use
the following information to determine why a zone is not responsive.

¢ Issue display commands through the ADNR MODIFY command to determine
whether the name server is responding. A name server managed by ADNR can
be comprised of one or more zones. A MODIFY procname, DISPLAY,DNS,DETAIL
command shows a count of the number of zones defined under a dns statement
and a count of the number of zones under that dns statement that are active.
When all of the zones managed by a DNS server controlled by ADNR are not
responding then the DNS server is considered dead. ADNR makes periodic
probes to determine whether the zones for a dead server respond positively.

* Verify that the DNS server being used supports RFC 2136, Dynamic Updates in
the Domain Name System (DNS UPDATE)). Review your DNS server's
documentation.

* Verify the DNS name server is running and responsive by issuing the dig or
nsupdate command for the zone. If it is not running then start the DNS server.
See [z/OS Communications Server: IP System Administrator's Commands}
Querying and administrating a Domain Name System (DNS), for guidance on
using the nslookup, dig and nsupdate commnands.
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* Verify that network connectivity exists for the DNS server as it must be listening
on the IP address and port number specified by the server parameter value (IP
address) of the dns statement in the ADNR configuration. Unexpected loss of
network connectivity for the DNS server will result in a console message and
related messages in the DNS log. Correct the underlying network connectivity
problem. For guidance on lusing Netstat commands| seelz/OS Communications|
[Server: IP System Administrator's Commands]

* Review your firewall's log files to verify a firewall is not blocking
communications between the system where ADNR resides and the name server
on the port where the name server is listening for queries.

* Verify the name server being used is listening at the IP address and port that is
specified by the dns_id parameter of the dns statement in the ADNR
configuration file. For DNS BIND?9, the IP addresses and ports the DNS server
will listen on may be specified by the listen-on and listen-on-v6 DNS option
statements.

* Verify that the name server IP address, optional port, zone domain suffix names,
and optional Transaction Signature (TSIG) keys are correctly specified in the
ADNR configuration file.

* Verify that the DNS name server specified in the ADNR dns statement actually
manages the zone specified by the domain_suffix parameter of the ADNR dns
statement and is the authoritative, primary master name server for the zone. For
DNS BIND9 on the name server's zone configuration statement, the type master
option is used to specify that the server is an authoritative master. See [BIN
9-based domain name system (DNS)| fz/OS Communications Server: IP
Configuration Reference) configuration file statements, for guidance on coding
the name server's configuration. The name server managing this zone must be
configured for the specified zone before ADNR can add DNS records to it.
ADNR cannot dynamically create a zone in a name server. It can only add
records to a zone that already exists.

* Verify that ADNR has the authority to manage the DNS resource records
contained in this zone including the authority to request and receive zone
transfers and perform dynamic updates. See [Automated Domain Nameé|
[Registration| in |z/OS Communications Server: IP Configuration Guide] for
guidance on authorizing ADNR.

* Verify that the transaction security (TSIG) keys represented in the update and
transfer keys (if specified in the ADNR configuration file) match those specified
in the DNS name server for the zones ADNR is managing.

* Verify that the name server is configured with the same key names that ADNR
is configured to use for the zone. Even if the name server configuration does not
require a key to update or transfer an ADNR managed zone, the keys must at
least be configured to the name server if ADNR is configured to use a key for
that zone. If your security policies do not require you to use an update or a
transfer key, they should be removed from the ADNR configuration, otherwise,
the keys should be configured to the name server and used to restrict which
entities are allowed to update the zone and request zone transfers.

e Verify that the name server's working directory did not run out of disk space.
ADNR makes dynamic updates to name severs. Many name server
implementations require that dynamic updates be written to disk. If a name
server is unable to do this, the dynamic updates from ADNR will fail causing
the zone to go unresponsive. In this case, the zone emerges from the
unresponsive state spontaneously, but again returns to the unresponsive state.
This cycle will repeat until the storage problem on the name server host is
corrected
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* Verify that the zone specified on the zone_label keyword of the ADNR dns
configuration statement is not a DNSSEC signed zone. ADNR does not support
the use of zones signed by DNSSEC.

* Verify that OMVS has not run out of file descriptors. See the DISPLAY OMVS
command in [z/OS MVS System Commands for information about how to make
this determination.

ADNR appears to be hung
Verify that ADNR is actually hung by first issuing a MODIFY
procname,DISPLAY,GWM command. If no response is received then attempt to
stop (not cancel) the application. See [z/OS MVS System Commands} STOP
command subsection for more information about stopping an address space. If the
application does not terminate, then the application is hung. If the hang occurred
while the debug-level ADNR trace was in effect, then collect the following problem
documentation and call IBM Service:
¢ Take an SVC dump of the ADNR address space
* Take an SVC dump of TCP/IP address space

* Take an SVC dump of the OMVS address space including its data spaces

* Capture the MVS console messages
* Capture the ADNR log messages written to syslogd

If the ADNR debug-level trace was not in effect at the time, then turn on the
debug-level ADNR trace, reproduce the problem, collect the problem
documentation, and call IBM Service.

ADNR connection to the GWM terminates unexpectedly

Determine whether the GWN is available, that TCP/IP connectivity still exists
between ADNR and the GWM, and check for error and warning messages.

Procedure

Check the following:

* Verify that the load balancing administrator has not shut down the GWM
advising ADNR.

* Verify that TCP/IP connectivity still exists between ADNR and the GWM (for
example, from the ADNR host, ping the address of the GWM). See [Monitoring]
the TCP/IP networkl, Ping subsection, in|z/OS Communications Server: 1P|
System Administrator's Commands, for further information about ping.

¢ Check ADNR's log file for ERROR or WARNING messages and take the
appropriate corrective action. If ERROR and WARNING debug level log
messages are not enabled, then enable them, repeat the operation, and recheck to
log file again. See [Modify command -- Automated Domain Name Registration| in
[z/OS Communications Server: IP System Administrator's Commands| for further
information about enabling ADNR's debug levels.

¢ Check the GWM for errors.

Debug settings

The value specified by the ADNR debug Tevel configuration option determines the
ADNR logging levels. See [z/OS Communications Server: IP Configuration|
Automated Domain Name Registration, Automated Domain Name
Registration configuration file section for more on ADNR logging levels. The
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values may be added together to trace multiple logging categories. See
[Communications Server: IP System Administrator's Commands| Operator
commands and system administration, Modify command, Modify command --
Automated Domain Name Registration subsection for further information about
displaying and changing ADNR's debug levels.

* When a problem occurs communicating with a DNS zone, then specifying a
debug level of COLLECTION -32 causes ADNR to log the Nsupdate and Dig
commands, and responses against the DNS zone. This data is the exact
Nsupdate and Dig client commands and any associated responses

* When ADNR is not able to communicate with a GWM, then specifying a debug
level of MESSAGE record (16) causes ADNR to log the SASP flows.
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Chapter 9. Diagnosing IKE daemon problems

This topic describes how to diagnose IKE daemon problems, and contains the
following subtopics:

* |“Overview of diagnosing IKE daemon problems”|

¢ |“Diagnosing IKE daemon problems” on page 336

* |"IKE daemon debug information” on page 351

» |“TCP/IP services component trace for the IKE daemon” on page 352
* [“Steps for enabling the CTRACE at IKE daemon startup” on page 355

Overview of diagnosing IKE daemon problems

This section provides overview information about the z/OS Internet Key Exchange
(IKE) daemon and its functions.

The IKE daemon manages dynamic IPSec tunnels. The IKE daemon is not involved
in the filtering, encapsulation, or decapsulation of packets. The IKE daemon is not
required for the configuration or use of IP filters.

The critical elements of IP security are security associations (SAs); specifically the
information that they provide about the partners of a secure communications
channel, and the cryptographic algorithms and keys to be used. The z/OS IKE
daemon supports two versions of the Internet Key Exchange: IKE version 1
(IKEv1) and IKE version 2 (IKEv2). The Internet Security Association Key
Management protocol (ISAKMP) provides a framework for exchanging messages to
automate the negotiation of security associations. The IKEv1 protocol is a hybrid
protocol that conforms to the ISAKMP framework and implements a subset of the
Oakley and SKEME protocols to negotiate SAs and provide authenticated keying
material for SAs in a protected manner. The IKEv2 protocol is very similar to the
IKEv1 protocol, in that it also negotiates SAs and provides authenticated keying
material for SAs in a protected manner

The z/0OS IKE daemon implements the IKE protocol to dynamically establish SAs
with peer daemons that also support these protocols. In the sections that follow, a
peer daemon might be referred to as an ISAKMP server or ISAKMP peer. Also, the
z/0S IKE daemon might be referred to as the IKE daemon or IKED.

The IKE daemon establishes SAs within the guidelines of internet protocol security
(IP security) policy. IP security policies are defined in one or more local files that
are read by the Policy Agent. The IKE daemon obtains IP security policies from the
Policy Agent using the Policy API (PAPI). See IZ /0OS Communications Server: IP|
IConfiguration Guide| for more information about configuring and starting Policy
Agent, as well as defining policies.

The IKE daemon establishes and installs the following types of SAs:

* A phase 1 SA. For IKEv], this is known as an ISAKMP SA. For IKEv2, this is
known as an IKE SA. Its purpose is to protect communications between IKE
peers.

* A phase 2 SA. For IKEv], this is known as an IPSec SA. For IKEv2, this is
known as a child SA. Its purpose is to protect internet protocol (IP) traffic
originating from, destined to, or routed by the z/OS TCP/IP stack.
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The IKE daemon installs three primary types of information in the TCP/IP stack:

Phase 2 SAs
The IKE daemon installs established phase 2 SAs in the TCP/IP stack. On
z/0S, the phase 2 SA information that is installed in the TCP/IP stack is
referred to as a dynamic tunnel.

Dynamic IP filters
When the IKE daemon installs a dynamic tunnel in the TCP/IP stack, it
also installs dynamic IP filters that define what IP traffic can be sent or
received through the tunnel. The IKE daemon installs one inbound and
one outbound dynamic IP filter with each dynamic tunnel.

Phase 1 SAs
For Sysplex-Wide Security Association (SWSA) support, the IKE daemon
also installs phase 1 SA information in the TCP/IP stack. This is only done
for SAs established using IKEv1. The IKE daemon only installs phase 1
SAs in a stack that is configured for SWSA support using the DVIPSEC
keyword. See [z/OS Communications Server: IP Configuration Guide for
more information about SWSA support. For information about diagnosing
SWSA problems, see [“Steps for diagnosing sysplex-wide security]|
lassociation (SWSA) problems” on page 403

Diagnosing IKE daemon problems

This topic contains information helpful in diagnosing IKE daemon problems.

Initialization problems

When IKE successfully initializes, message EZD1046] is issued. If the IKE daemon
fails to initialize, message EZD10451 or EZD10491 is issued. Common initialization
problems include:

* The IKE daemon load module is not APF-authorized. The IKE daemon load
module must be APF-authorized. The symptom for this problem is the following
message: EZD0986I IKE is not APF authorized.

To correct this problem, ensure that the IKE daemon load module is in an
APF-authorized library, and then restart the IKE daemon.

* IKE cannot create the /var/ike or /var/sock directories. The IKE daemon
attempts to create the /var/ike and /var/sock directories at initialization. If IKE
cannot create either of these directories, then initialization fails. If this problem
occurs, one of the following messages is issued:

EZD10451 IKE initialization error : mkdir /var/ike failed

EZD10451 IKE initialization error : mkdir /var/sock failed

To correct this problem, ensure that the /var directory is mounted as read/write.
Additionally ensure that either the IKE daemon has permission to create these
directories or that these directories are already created and that the IKE daemon
has access to them. If the problem still occurs, contact IBM for additional
assistance.

* If the IKE daemon is configured in FIPS 140 mode, ICSF must be active when
the IKE daemon is started. If ICSF is not active, message EZD20171 is issued. To
correct this problem, start ICSF and then start the IKE daemon. ICSF must be
configured in one of several FIPS operational modes when started.

Problems establishing security associations

This topic describes problems in establishing security associations and offers
guidance on what steps to take to overcome these problems.
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Common problems

lists common problems in establishing security associations.

Table 17. Establishing security associations problems

Problem Symptom

Cause/response

Cannot send or receive packets on Message EZD10651 was issued.

UDP ports 500 or 4500
When filter logging is active,

message EZDO0815I is issued,
showing packets to UDP port 500
or UDP port 4500 that were
denied.

The IKE daemon communicates using
UDP ports 500 and 4500 for IPv4. The IKE
daemon communicates using UDP port
500 for IPv6. See [“Steps for verifying IP

routing to a destination when not using|

policy-based routing” on page 31| to verify

that the IKE daemon is running and
bound to ports 500 and 4500.

A filter rule must be configured to permit
inbound UDP traffic from any source port
to destination ports 500 and 4500. A filter
rule must be configured to permit
outbound UDP traffic from source ports
500 and 4500 to any destination port. Use
the ipsec -f display command to
confirm there is a filter rule installed in
the stack that permits receiving traffic
from any source UDP port to destination
UDP ports 500 and 4500. Also confirm that
there is a filter rule that permits receiving
traffic from source UDP ports 500 and
4500 to any destination port. Activate filter
logging for these rules so that you can
observe packets sent on source ports 500
and 4500 and received on destination
ports 500 and 4500 in the syslog.

For information about the ipsec
command, see|z/0S Communications|

Server: IP System Administrator's|

Commands| See [z/OS Communications|

Server: IP Configuration Guide for general

information about configuring IP filters.
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Table 17. Establishing security associations problems (continued)

Problem Symptom

Cause/response

Pre-shared key mismatch Message EZD09651 was issued.

If IKE is using pre-shared key mode
authentication and it cannot interpret a
decrypted message that it has received,
then message EZD0965] is issued,
indicating a likely pre-shared key
mismatch. In main mode, the responder
gets the message upon receipt of message
5. In aggressive mode, the initiator gets
the message upon receipt of message 2.
EZD0965I can also be issued if IKE
receives a corrupted message even though
the pre-shared keys match. If the remote
peer cannot decrypt the message that was
sent by IKE because of a pre-shared key
mismatch, the local symptom is that IKE
retransmits the first encrypted message of
the exchange. Review the pre-shared key
configuration on the local and remote
system and ensure that the keys match.
Tip: The keys might be represented
differently (for example, ASCII or
EBCDIC) on the local and remote system.

Failure accessing local certificate One of the following messages
repository was issued:

* EZD09901
* EZD1030I

For the IKE daemon to support RSA
signature mode authentication using a
local certificate repository, the daemon
must be able to access certificates on the
SAF key ring. IKE issues message
EZD0990I to indicate that RSA signature
mode is supported or EZD1030I if RSA
signature mode is not supported for a
given stack using the key ring. See the
messages to determine the appropriate
response. The key ring is specified on the
KeyRing parameter in the IkeConfig
statement. When configuring with the IBM
Configuration Assistant for z/OS
Communications Server GUI, the key ring
is specified on the key ring database field
on the IPSec: IKE Daemon Settings panel.
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Table 17. Establishing security associations problems (continued)

Problem Symptom

Cause/response

Failure accessing the network security One of the following messages
services (NSS) server was issued:

* EZD1136l
* EZD11371
* EZD1138I
* EZD1905

For the IKE daemon to support digital
signature mode authentication using IPsec
certificate services, it must be able to
connect to a network security server. IKE
issues the following messages:

e EZD1136] to indicate that it has
connected to a network security server

e EZD11371 to indicate that it is not
connected to a network security server.

e EZD1138I to indicate that it is
connecting to a network security server.

For the IKE daemon to support digital
signature mode authentication for IKEv2
security association activation, IPSec
certificate services must be provided by a
z/0S VIR12 or later NSS server. If the IKE
daemon is not connected to an NSS server,
or it is not configured for certificate
services, or the NSS is not VIR12 or later,
EZD1905 is issued for each IKEv2 SA
activation attempt that requires digital
signature mode authentication.The
network security services server is
specified on the NetworkSecurityServer
and NetworkSecurityServerBackup
parameters on the IkeConfig statement.
When configuring with the IBM
Configuration Assistant for z/OS
Communications Server GUI, the network
security server is specified on the server
setting in the NSS perspective.

RSA signature authentication failure - Message EZD10371 was issued.
missing certificate in the local
certificate repository

Check the syslog to determine whether
message EZD10371 was issued. If the IKE
daemon cannot locate a certificate that is
needed for RSA signature mode
authentication, message EZD10371 is
issued.

* Display the certificates on the SAF key
ring.

¢ Ensure that all the certificates on the
key ring that are to be used by the IKE
daemon include a digital signature.

* If you are using RACF, make sure that
the trust status of the certificates is
TRUST or HIGHTRUST.

Use the IKE daemon IkeSyslogLevel 64 to
display the contents of the IKE daemon's
certificate caches and ensure that the
certificates that you want are included in
the caches.
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Table 17. Establishing security associations problems (continued)

Problem

Symptom

Cause/response

RSA signature authentication failure
because of identity mismatch

One of the following messages
was issued:

* EZD09811
* EZD10751

Check the syslog to determine whether
message EZD09811 or EZD10751 was
issued. If the identity that is contained
within a received certificate does not
match the identity that is configured on
the RemoteSecurityEndPoint statement,
message EZD0981I is issued. If the peer
detects such a mismatch, it might send an
"Invalid ID information" notification. If
IKE receives such a notification, message
EZD10751 is issued. See the messages to
determine the appropriate response.

RSA signature authentication failure
because of a local certificate
verification or authentication failure

One of the following messages
was issued:

* EZD09021
* EZD0903I1

Check the syslog to determine whether
message EZD0902I or EZD0903I was
issued. If the certificate that is received
from a peer cannot be verified, message
EZD0902I is issued. If the certificate that is
received from the peer cannot be
authenticated, message EZD0903I is
issued.

See the messages to determine the
appropriate response. Activate
IkeSyslogLevel 64 to get additional
diagnostic information that relates to RSA
signature mode authentication. The IKE
daemon syslog level is set in the
IkeSyslogLevel parameter in the IkeConfig
statement.

When configuring with the IBM
Configuration Assistant for z/OS
Communications Server GUI, the IKE
Daemon Syslog settings are accessed from
the IPSec: IKE Daemon Settings panel. IKE
maintains a separate cache for Certificate
Authority (CA) certificates and security
endpoint certificates. When IkeSyslogLevel
64 is active, the contents of the certificate
caches are displayed when they are built
or rebuilt.

See [z/OS Communications Server: 1P|
|Configuration Reference| for information
about setting the IkeSyslogLevel, or see
the online help in the IBM Configuration
Assistant for z/OS Communications
Server.

Tip: The name of the key ring is
case-sensitive.
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Table 17. Establishing security associations problems (continued)

Problem Symptom

Cause/response

RSA signature authentication failure - Message EZD11391 was issued.

IPsec certificate services failure

Check the syslog to determine whether
message EZD11391 was issued.

The EZD11391 message will be issued if
the network security server failed to locate
a certificate, could not verify a digital
signature, or could not create a digital
signature for RSA signature mode
authentication.

See the messages to determine the
appropriate response.

Failure to locate phase 1 policy Message EZD09171 was issued.

In order for IKE to establish a phase 1 SA,
it must first locate an applicable phase 1

policy.

KeyExchangeRules encapsulate phase 1
policy for IKE. KeyExchangeRules are
classified according to a 4-tuple that is
comprised of LocalSecurityEndpoint
Location, LocalSecurityEndpoint Identity,
RemoteSecurityEndpoint Location, and
RemoteSecurityEndpoint Identity. When
IKE needs to locate a KeyExchangeRule
statement, it performs a search of the
configured KeyExchangeRules statements,
supplying specific values or Any for each
parameter of the classification 4-tuple.

When configuring with the IBM
Configuration Assistant for z/OS
Communications Server the following are
configured in each Connectivity Rule:

* Local Security End Point Location

* Local Security End Point Identity

* Remote Security End Point Location
* Remote Security End Point Identity
* Key Exchange Settings

It is also possible in the GUI to configure
a single Local Security End Point Location
and Identity for an entire TCP/IP stack.

If IKE fails to locate an applicable
KeyExchangeRule statement, message
EZD09171 is issued that lists the
classification 4-tuple. Use the pasearch -v
k -r command to review the configured
KeyExchangeRules statement. If there is
no KeyExchangeRule statement that
corresponds to the classification 4-tuple
that is given on the EZD0917] message,
configure a new KeyExchangeRule
statement as needed.

See the messages for EZD09171 for more
information.
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Table 17. Establishing security associations problems (continued)

Problem Symptom

Cause/response

IKE version mismatch Message EZD17531 was issued.

The IKE daemon sent an IKEv2 initiation
request to an IKEv1 peer, and it responded
with an IKEv1 message, probably a
rejection of the request. The local policy
must have HowTolnitiate IKEv2, but the
peer does not support IKEv2. Change the
value on HowTolnitiate to Main or
Aggressive, to cause the IKE daemon to
use IKEv1 flows for tunnel initiation.
Alternatively, have the peer IKE node
initiate the tunnel. z/OS IKED accepts
either IKEv1 or IKEv2 initiation requests,
as long as the other attributes being
negotiated are properly configured.

Phase 1 policy mismatch Message EZD10931 or EZD1075I1

was issued.

The ISAKMP initiator and responder must
agree on phase 1 policy to successfully
complete negotiation of a phase 1 security
association. If the IKE daemon rejects the
phase 1 policy that is proposed by an
ISAKMP peer, it issues message EZD10211,
which indicates the KeyExchangeRule and
KeyExchangeAction statements that were
in effect when the mismatch occurred.
Message EZD1093I is issued, which
indicates why the mismatch occurred.

When configuring with the IBM
Configuration Assistant for z/OS
Communications Server, the Key Exchange
Settings are set in each Connectivity Rule.

If the IKE daemon proposes phase 1
policy that the ISAKMP peer rejects, the
ISAKMP peer should send a notification
message to the IKE daemon. If the IKE
daemon receives such a notification, it
issues message EZD10751. For more
information, see the EZD1075] message
documentation in|z/OS Communicationg
[Server: IP Messages Volume 2 (EZB, EZD)}
If the peer is a z/OS IKE daemon, it issues
the EZD1021I and EZD1093I messages as
described above. If the peer is not a z/OS
IKE daemon, consult the documentation
for the ISAKMP peer product to determine
why it rejected the proposal.

In the case of a mismatch, a No proposal
chosen notification is expected from the
peer.
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Table 17. Establishing security associations problems (continued)

Problem

Symptom

Cause/response

Failure to locate phase 2 policy

Message EZD10241 was issued

In order for IKE to establish a phase 2 SA,
it must first locate an applicable phase 2
policy. Phase 2 policy for the IKE daemon
is comprised of IpFilterRule and
IpDynVpnAction statements. The first step
in locating a phase 2 policy for the IKE
daemon is to locate an IpFilterRule
statement that matches the traffic to be
protected and includes a reference to an
IpDynVpnAction statement. If IKE cannot
find an applicable IpFilterRule statement,
message EZD1024I is issued, which
indicates the traffic that was to be
protected.

When configuring with the IBM
Configuration Assistant for z/OS
Communications Server, the Connectivity
Rules are used to locate the phase 2
policies. The Connectivity Rules contain
the local and remote data end points, and
which type of traffic is protected by
Security Levels implementing dynamic
tunnels.

See the messages to determine the
appropriate response. See |“Steps f0r|

verifying IP security and defensive filter]

operation” on page 739 supplying the IP

traffic characteristics identified on the
EZD1024I message.
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Table 17. Establishing security associations problems (continued)

Problem Symptom

Cause/response

Phase 2 policy mismatch Message EZD10221, EZD1093I, or

EZD10751 was issued.

The ISAKMP initiator and responder must
agree on phase 2 policy to successfully
complete negotiation of a phase 2 security
association. If the IKE daemon rejects the
phase 2 policy that is proposed by an
ISAKMP peer, it issues message EZD10221,
which indicates the IpFilterRule and
IpDynVpnAction statements that were
applied. When configuring with the IBM
Configuration Assistant for z/OS
Communications Server, the Connectivity
Rules are used to locate the phase 2
policies. The Connectivity Rules contain
the local and remote data end points, and
which type of traffic is protected by
Security Levels implementing dynamic
tunnels. Message EZD10931 is issued
indicating why the mismatch occurred.

Check the syslog to determine whether
message EZD10751 was issued. If the IKE
daemon proposes a phase 2 policy that the
ISAKMP peer rejects, the ISAKMP peer
should send a notification message to the
IKE daemon. If the IKE daemon receives
such a notification, it issues message
EZD1075I. Review the diagnostic data at
the ISAKMP peer to determine why the
peer rejected the proposal. See the
EZD1075I message documentation for
more information.

In the case of a mismatch, a No proposal
chosen notification is expected from the
peer.
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Table 17. Establishing security associations problems (continued)

Problem

Symptom

Cause/response

AES encryption/decryption failure

was issued.

Message EZD0918 or EZD1109 If IKE is using AES for phasel or phase2

encryption and decryption, it calls
Integrated Cryptographic Service Facility
(ICSF) to do the actual cryptography. If
ICSF has not been started the
cryptography cannot be performed, and
IKE cannot encrypt or decrypt messages
using AES. This can happen any time
during an informational exchange, any
time during a phase 2 exchange, in
message 5 of main mode if acting as the
initiator, or in message 6 of main mode if
acting as the responder.

The return and reason codes for an ICSF
failure are output in message EZD0918
(encryption) or message EZD1109
(decryption). If the return code is C(12)
and the reason code is 0, this normally
means that ICSF has not been started and
therefore cannot perform the necessary
cryptography. Ensure that ICSF is started
so that the IKE daemon can perform AES

cryptography.

If the return code is C(12) and the reason
code is 8, this normally means that the
installed version of ICSF does not support
AES. The Security Level Feature of ICSF is
required (FMID HCR7706 or higher) for
AES support.

Network security services client problems:

IKED can be configured to request network security services (NSS) from an NSS
server. The following table lists common problems when IKED, running as an NSS
client, is unable to obtain services from the NSS server.

Table 18. Common problems when IKED, running as an NSS client, is unable to obtain services from the NSS server

configured for
IKED, running
as an NSS
client, to
connect to the
NSS server.

Problem Symptom Cause/response
SSL is not When AT-TLS is not enabled or is AT-TLS must be enabled on both the client and server
properly misconfigured on the TCP/IP stack stacks with the TCPCONFIG TTLS statement in the

used by IKED or the NSS server, IKED
issues message EZD11491 indicating
that the connection is not secure.

TCP/IP profile.

AT-TLS policies must be defined for both the client and
the server to secure the connection. See "Define AT-TLS
policy to protect communication with an NSS server" in
|z/OS Communications Server: IP Configuration Guide|

If AT-TLS is enabled and the definitions are configured
on the client and server stacks but EZD1149I is still
displayed then see [Chapter 28, “Diagnosing Application|
Transparent Transport Layer Security (AT-TLS),” on pagel

705]
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Table 18. Common problems when IKED, running as an NSS client, is unable to obtain services from the NSS

server (continued)

Problem Symptom

Cause/response

The userid used
for the IKED
connection to
the NSS server
has insufficient
authority to
connect.

IKED issues message EZD11391 with
reason code
NSSRsnUserAuthentication. For
example:

EZD1139I Request type
NSS_ConnectClientReqToSrv with
correlator ID
00000000000000040000000000000000
for stack TCPCS2 failed - return
code EACCES reason code
NSSRsnUserAuthentication

The IKED connection to the NSS server requires
configuration of a valid userid and password or
passticket on the NssStackConfig statement in the IKED
configuration file.

The userid used
for the IKED
connection to
the NSS server
has insufficient
authority to
access services
requested.

IKED issues messages indicating which
requested services are not available.
For example:

EZD11451 The network security
certificate service is not available for
stack TCPCS2

* EZD11471 The network security

remote management service is not
available for stack TCPCS2

The following SAF resource permissions are required to
access network security services:

* EZB.NSS.sysname.clientname. IPSEC.CERT
* EZB.NSS.sysname.clientname. IPSEC. NETMGMT

These resources must be defined on the NSS server
system and the userid configured on the NssStackConfig
statement in the IKED configuration file must be
permitted read access to them.

IKED fails to
retrieve
certificates from
the NSS server.

IKED syslog daemon traces may show
that no cache entries were received
from the NSS server. For example:

IKE: Initializing CA Cache
with 0 entries for stack TCPCS2

Dynamic tunnel negotiations using
RSA signature mode fail.

The following SAF resource permissions are required to
access certificates from the NSS server:

* EZB.NSSCERT.sysname.mappedlabelname.CERTAUTH
* EZB.NSSCERT.sysname.mappedlabelname.HOST

These resources must be defined on the NSS server
system and the userid configured on the NssStackConfig
statement in the IKED configuration file must be
permitted read access to it.

See "Steps for authorizing resources for NSS" in|z/O!
[Communications Server: IP Configuration Guide]

IKED does not
attempt to
connect to the
NSS server for
a given stack.

IKED does not issue message
EZD1138I for the given stack.

A valid NssStackConfig statement is required for each
stack to use NSS.

See IKE daemon in|z/OS Communications Server: IP|
[Configuration Reference] for information about
configuring the NssStackConfig statement.

IKED connects
to NSSD but
cannot use NSS
IPSec certificate
services.

Message EZD19161 was issued.

IKED is configured in FIPS 140 mode, but the NSS server
is not. Therefore, IKED cannot use the NSS certificate
services provided by the NSS server because the
cryptographic operations performed by the NSS server
on behalf of IKED will not be performed in a manner
consistent with FIPS 140 requirements. IKED remains
connected to the NSS server so it can use the NSS remote
management services.

NAT traversal considerations
* NAT traversal support must be enabled.

By default, NAT traversal support on z/OS is disabled. To enable NAT traversal
support do one of following;:
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— Specify a value of Yes for the AllowNat parameter of the KeyExchangeAction
statement used when negotiating with a remote security endpoint that you
want to perform NAT traversal with.

— Specify a value of Yes for the AllowNat parameter of the KeyExchangePolicy
statement. Verify that the AllowNat parameter is not specified as No on the
KeyExchangeAction statement used when negotiating with the remote
security endpoint that you want to perform NAT traversal with.

Use care when using the latter method. The AllowNat parameter specified on
the KeyExchangePolicy statement becomes the default AllowNat setting for
KeyExchangeAction statements that do not specify the AllowNat parameter. See
|z/OS Communications Server: IP Configuration Reference|for more details
concerning the AllowNat parameter. When configuring with the IBM
Configuration Assistant for z/OS Communications Server, you configure
whether to allow NAT traversal processing on the Stack Level Settings panel.
This setting can be overridden in each Connectivity Rule.

The AllowNat field contained in the output of the ipsec -k display command
can be used to determine whether NAT Traversal support was enabled for a
phase 1 negotiation.

Changes made to the AllowNat parameter do not impact existing phase 1
security associations. Existing phase 1 security associations must be refreshed
before any changes to the AllowNat setting are honored. There are no
configuration options to enable or disable NAT traversal for an IPSec security
association. The state of NAT traversal for an IPSec security association is
determined by the phase 1 security association used when negotiating the IPSec
security association.

The remote security endpoint must support an acceptable version of NAT
traversal. z/OS provides limited support for the following levels of NAT
Traversal:

— draft-ietf-ipsec-nat-t-ike-02

— draft-ietf-ipsec-nat-t-ike-03

- RFC 3947

— RFC 3947 with z/OS-only extensions
- RFC 5996

— RFC 5996 with z/OS-only extensions

The remote security endpoint must support one of these levels of NAT traversal.

You can use the NATTSupportLevel field contained in the output of the ipsec
-k display command to determine what level of NAT traversal support was
used during a phase 1 negotiation. If the NATTSupportLevel is None, verify that
NAT traversal support is enabled when negotiating with this remote security
endpoint. If NAT traversal support was enabled, then the remote security
endpoint does not provide an acceptable level of NAT traversal support.

z/0S does not support NAT traversal for IPv6 traffic.
z/0OS cannot act as a gateway when traversing a NAT.

The z/0OS IKE daemon does not support acting in the gateway role when
traversing a NAT. The z/OS IKE daemon is acting as a gateway when the local
data endpoint of an IPSec security association is not the same as the IP address
used as the local IP address of the protecting phase 1 security association.
Message EZD10891 is issued when z/OS is acting as a gateway while traversing
a NAT.

When a NAT is detected between z/OS IKE and a remote security endpoint, all
IPSec security associations negotiated with that remote security endpoint must
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end in the local z/OS box. Specifically, the local data endpoint of any IPSec
security association negotiated when traversing a NAT must be the IP address
used as the local IP address of the protecting phase 1 security association. If
z/0S is behind a NAT this could be its private address or the public IP address
provided by the NAT.

You can use the LocalEndpoint field contained in the ipsec -k display
command used to determine the local private IP address of the protecting phase
1 security association. The local public IP address of the protecting phase 1
security association is assigned by the NAT box in front of z/OS.

You can use the NATInFrntLclScEndPnt and NATInFrntRmtScEndPnt fields
contained in the output of the ipsec -k display command to determine
whether a NAT was detected between the IKE daemon and the remote security
gateway.

z/OS cannot act as an initiator to a security gateway.

The z/0OS IKE daemon cannot act as the initiator of a phase 2 negotiation for a
new IPSec security association when traversing a NAT and the remote security
endpoint is acting as security gateway. Messages EZD1090I or EZD10571 are
issued in this case. The z/OS IKE daemon can act as the initiator of subsequent
refreshes of an existing IPSec security association with a remote security
endpoint that is acting as a security gateway.

A new IPSec security association is the first IPSec security association negotiated
for a particular traffic pattern. A remote security endpoint is acting as a security
gateway when the remote endpoint of the IPSec security association is not the
same as the IP address used as the remote IP address of the protecting phase 1
security association.

z/0OS cannot act as an initiator to a remote security endpoint located behind a
NAT device performing network address port translation (NAPT).

The z/0S IKE daemon does not support initiating the first security association
to a remote security endpoint when a NAT has translated the remote security
endpoint's port (that is, when IKE detects the existence of a NAPT in front of the
remote security endpoint). If this condition is detected during a phase 1 or phase
2 negotiation, the negotiation is terminated.

z/0OS uses only IPv4 identities during IKEv1 phase 2

During an IKEv1 phase 2 negotiation for a new IPSec security association, the
z/0S IKE daemon uses IPv4 ID types to identify the traffic pattern to be
protected by the new IPSec security association. When traversing a NAT, other
IKE implementations might require the traffic pattern to be specified using a
non-IPv4 ID type. The z/OS IKE daemon is not able to act as the initiator of an
IKEv1 phase 2 negotiation with such an implementation when creating a new
IPSec security association. The z/OS IKE daemon can act as the initiator of
subsequent refreshes of an existing IPSec security association with a remote
security endpoint utilizing such an IKE implementation.

When the z/OS IKE daemon acts as the initiator of an IKEv1 phase 2
negotiation to create a new IPSec security association and the remote security
endpoint is using an implementation that requires a non-IPv4 ID type, the
remote security endpoint rejects the proposal. Some implementations might send
an informational notification in this case. The informational notification indicates
that the proposal was rejected and why. If an informational notification is
received, the z/OS IKE daemon issues message EZD1075I.

Interoperability considerations when z/OS initiates a phase 2 negotiation to a
non-z/0OS peer for a host-to-host tunnel that traverses a NAT

— Host-to-host dynamic tunnel protecting all ports and all protocols, tunnel
mode
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When z/0S initiates phase 2 negotiation for a new host-to-host dynamic
tunnel that protects all ports and all protocols, z/OS uses a traffic pattern
consisting of the IP addresses of the local and remote security endpoints. IKE
and its peer view the traffic pattern differently. z/OS views the traffic pattern
as its private IP address and the peer's public IP address. The peer views the
traffic pattern as the public address of z/OS and the peer's private address.

A host-to-host dynamic tunnel uses either the transport or tunnel mode of
encapsulation. When z/OS initiates a phase 2 negotiation to a non-z/OS peer
for a new host-to-host dynamic tunnel that protects all ports and all protocols
it is possible that the negotiation succeeds, but it produces an SA that cannot
be used to send traffic. This is partially because data protected using tunnel
mode SAs have two IP headers. Because both peers have a different view of
the traffic pattern, they might not agree on the contents of the inner-most IP
header. When both the local and remote peers are z/OS, the SA negotiation
should be successful and produce an SA that can be used to send traffic.

— Host-to-host dynamic tunnel protecting specific ports or protocols

RFC 3947 does not discuss how traffic patterns should be defined when one
or more NATs are being traversed. When z/OS initiates a phase 2 negotiation
for a new host-to-host dynamic tunnel that protects a specific ports or
protocol, it defines the traffic pattern using z/OS private addresses as the
local endpoint, if z/OS is behind a NAT, and the peer's public address as the
remote endpoint. In this case, the negotiation might fail with a non-z/OS
peer, depending on the NAT traversal support of the non-z/OS peer. The
negotiation should be successful with a z/OS peer.

To help identify configurations where there are potential interoperability
concerns, three informational messages have been defined. When z/0S
initiates a phase 2 negotiation for a UDP encapsulated tunnel mode SA with a
non-z/OS peer, message EZD11041 or EZD11051 is issued for IKEv1 and
message EZD1924I or EZD19251 is issued for IKEv2. When z/OS initiates a
phase 2 negotiation for a UDP-encapsulated tunnel or transport-mode SA for
a specific port, protocol, or both, message EZD11071 is issued for IKEv1. In all
cases, the negotiation continues.

* SWSA implications

During VIPA takeover or giveback processing, the IKE daemon attempts to
create security associations that existed on the stack that owned the security
association prior to the takeover or giveback. These security associations appear
as new security associations on the new owning stack.

The z/0OS IKE daemon cannot initiate the creation of new IPSec security
associations when the peer is acting as a gateway, or when the peer is behind a
NAPT, or when the peer expects a non-IPv4 identity during a quick mode
exchange; however, it can act as a responder in these cases. VIPA takeover and
giveback of such phase 2 security associations are not supported.

There are also cases when the results might be unpredictable when the z/OS
IKE daemon initiates a new host-to-host SA negotiation to a non-z/OS peer.
These cases include:

— z/0S IKE initiates a new host-to-host UDP encapsulated tunnel mode SA to a
non-z/0OS peer

- z/0S IKE initiates a new host-to-host UDP encapsulated SA for a specific
port, protocol, or both to a non-z/OS peer

It is expected that IKE can always act as a responder in these cases. If such SAs
exist when a VIPA takeover or giveback occurs, the IKE daemon attempts to
re-establish these security associations. The results of these attempts are
unpredictable. This can result in a disruption of traffic until new SAs are created
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by the remote security endpoint. The IKE daemon still sends delete notifications
informing the remote security endpoint that the security associations are no
longer valid.

Remapping of a remote security endpoint's address

When a remote security endpoint is behind a NAT, the NAT maps the private IP
address of the remote security endpoint to a public IP address. This mapping
could expire as a result of inactivity or a new mapping could be created due to a
reboot of the NAT device. In such cases, the public IP address of the remote
security endpoint might change.

In the cases where NAT performs port translation (NAPT), the IP address or
port or both might change.

If the IKE daemon or stack detects such a change while there are one or more
security associations (SAs) with that remote security endpoint, the IKE daemon
attempts to verify the new IP address and port pair. It does this by initiating the
creation of a new phase 1 SA using the remote security endpoint's new IP
address and port pair. Message EZD1086I is issued when this negotiation starts.
If this negotiation is successful, the IKE daemon issues message EZD10871 and
all phase 1 and IPSec security associations with that remote security endpoint
using the old address are deleted. IKEv2, as specified in RFC 5996, requires an
attempt to create a phase 2 SA when creating a phase 1 SA. When the IKE
daemon attempts to verify a new IP address and port pair with IKEv2, one or
more phase 2 SAs can be initiated when the phase 1 SA is initiated. The number
of phase 2 SA initiations attempted is determined by the number of phase 2 SAs
belonging to the phase 1 SA that corresponds to the remote security endpoint for
which an IP address or port change was detected.

NAT keepalive timer

When a z/OS is behind a NAT, the NAT maps its private IP addresses to public
IP addresses. A static NAT mapping does not expire. A dynamic NAT mapping
can expire as a result of inactivity. To prevent the expiration of this mapping, the
stack occasionally sends messages known as NAT keepalive messages. If these
messages are not sent frequently enough, the NAT device could expire the
mapping of any z/OS private IP addresses to public IP addresses. Such a
remapping could be disruptive to existing IPSec traffic.

The frequency of message transmission is defined by the NatKeepAlivelnterval
value on the KeyExchangePolicy statement. See [z/OS Communications Server]
[IP Configuration Reference|for more details. When configuring with the IBM
Configuration Assistant for z/OS Communications Server, the NAT keep alive
interval is specified on the Stack Level Settings panel.

A NAT keep alive is a 1-byte UDP message sent to a remote security endpoint
using the UDP encapsulation ports. The sent byte is set to x'FF'. |Ei§ure 29| shows
a NAT keep alive message:

IP
Header

UDP
Header

XFF’

NAT keep alive message

Figure 29. NAT keep alive message

Multiple remote security endpoints sharing the same phase 1 identity

During a phase 1 negotiation the remote security endpoint sends its identity in
an ID payload. The IKE daemon can manage multiple remote security endpoints
using the same ID when those endpoints are not behind a NAT. However, when
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a remote security endpoint is behind a NAT it must use a unique phase 1
identity. If a second remote security endpoint behind a NAT attempts to use a
phase 1 identity already in use by another remote security endpoint behind a
NAT, the IKE daemon detects this as a remapping of the first remote security
endpoint's IP address.

When multiple remote security endpoints behind a NAT share the same phase 1
identity, messages EZD10861 and EZD1087I might be repeatedly issued.

¢ Responding to phase 1 main mode SA negotiations with multiple remote
security endpoints behind a NAPT

When acting as a responder in main mode SA negotiations, the z/OS IKE
daemon must agree to key exchange parameters before the remote security
endpoint identity is known. The key exchange policy is searched to match on a
KeyExchangeRule based upon the IP addresses of the local and remote security
endpoints. Different remote security endpoints located behind an NAPT might
use the same public IP address. This can cause a policy mismatch if the
KeyExchangeRule settings for those remote security endpoints do not match. A
policy mismatch will cause EZD1093I to be issued to syslog.

To prevent this situation, do the following;:

Configure a single KeyExchangeRule to represent all the remote security
endpoints behind the NAPT device. The remote security endpoints, represented
by the same public address, must use the same security parameters. The remote
security endpoints' policy must be configured with the same security parameters
as well.

Abends

Messages and error-related information should be sent to the system console when
an abend occurs during IKE daemon processing. A dump of the error is needed
unless the symptoms match a known problem. System dumps of IKE include
Language Environment data. The Language Environment IPCS verbexit LEDATA
can be used to format this information. See[z/OS Language Environment|
Debugging Guide| for more information. The following command is a sample
IPCSverbexit ledata command:

verbx ledata 'asid(68) tcb(007E5E88) ceedump nthreads(*)'

Tip: In this example, the IKE asid is 0x68 and the address of the abended IKE TCB
is 0x007E5ESS.

IKE daemon debug information

Additional IKE daemon debug information can be sent to the syslog by using the
IkeSyslogLevel and PagentSyslogLevel parameters in the IKE configuration file.

Obtaining syslog debug information for the IKE daemon

The IkeSyslogLevel parameter in the IKE configuration file controls the level of
IKE internal debug information that is sent to syslog. When configuring with the
IBM Configuration Assistant for z/OS Communications Server, use the IKE
Daemon Settings panel to configure the level of IKE internal debug information
that is sent to syslog.

The IKE syslog level value should be set above 1 only when diagnosing a problem;
levels above 1 impact IKE performance. Level 8 and Level 16 have the greatest
performance impact because they affect processing on each UDP datagram IKE
sends and receives.
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IKE Syslog level values can be combined. See [z/OS Communications Server: 1P|
[Configuration Reference|or the IBM Configuration Assistant for z/OS
Communications Server's online help for more information.

Obtaining debug information using PagentSyslogLevel

IKE uses the Policy API (PAPI) to communicate with the Policy Agent and
manipulate policy information it has obtained from the Policy Agent. The
PagentSyslogLevel parameter in the IKE configuration file controls the level of
debug information that is sent to syslog when IKE uses PAPI. When configuring
with the IBM Configuration Assistant for z/OS Communications Server, the Policy
Agent Syslog events are configured from the IKE Daemon Settings panel. The
Policy Agent Syslog level value should be set above 0 only at the direction of IBM
service as it impacts IKE performance. For more information about setting the
Policy Agent Syslog levels, see [z/OS Communications Server: IP Configuration|

or the IBM Configuration Assistant for z/OS Communications Server
online help.

TCP/IP services component trace for the IKE daemon
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z/0OS CS provides component trace support for the IKE daemon. This section
describes how to specify IKE daemon trace and formatting options. For short
descriptions of other tracing procedures, such as displaying trace status, see
(Chapter 5, “TCP/IP services traces and IPCS support,” on page 47 For detailed
information, see the following information:

* [z/0S MVS Diagnosis: Tools and Service Aids| for information about component
trace procedures.

* |2/0S MVS Initialization and Tuning Reference|for information about the
component trace SYS1.PARMLIB member.

¢ |z/0S MVS System Commandg for information about commands.

* [2/0S MVS Programming: Authorized Assembler Services Guide| for procedures
and return codes for component trace macros.

Using CTRACE

You can specify component trace options at TCP/IP initialization or after TCP/IP
has initialized.

lists the IKE daemon trace options.

Table 19. IKE daemon trace options

Trace Event Description

ALL Trace all types of records. This option slows
performance.

MINIMUM Trace the IKE daemon's minimum level of
tracing.

INIT Trace IKE daemon initialization information.

TERM Trace IKE daemon termination information.

EXCEPT Trace IKE daemon exception information.

CONFIG Trace IKE daemon configuration
information.

WORKUNIT Trace IKE workunit information.

SERIAL Trace IKE serialization information.
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Table 19. IKE daemon trace options (continued)

Trace Event Description

IKE Trace IKE protocol information.
CRYPTO Trace IKE cryptographic information.
OPMSGS Trace IKE operator messages.
LOGMSGS Trace IKE syslog messages.

MSGQ Trace IKE message queue information.
TIMER Trace IKE timer information.
SOCKETS Trace IKE socket information.

IOCTL Trace IKE IOCTL call information.
REQUESTS Trace IKE request information.

FLOW Trace IKE code flow information.
STORAGE Trace IKE storage information.
EVENT Trace IKE event information.

POLICY Trace IKE policy information.
CONTROL Trace IKE daemon control information.
MISC Trace IKE miscellaneous information.
DEBUG Trace IKE debugging information.

Enabling CTRACE at IKE daemon startup

A default minimum component trace is always started during IKE daemon
initialization. Use a parmlib member to customize the parameters that are used to
initialize the trace. The default IKE daemon component trace parmlib member is
the SYS1.PARMLIB member CTIIKEQO. The parmlib member name can be changed
using the IKED_CTRACE_MEMBER environment variable.

Tip: The IKE daemon reads the IKED_CTRACE_MEMBER environment variable

only during initialization. Changes to IKED_CTRACE_MEMBER after daemon

initialization have no affect.

For a description of trace options, see [Table 19 on page 352

Restriction: In addition to specifying the trace options, you can also change the

IKE daemon trace buffer size. The buffer size can be changed only at IKE
initialization and has a maximum of 256 MB.

If the CTIIKEOO member or the member that is specified in
IKE_CTRACE_MEMBER is not found when starting the IKE daemon, the following

message is issued:

IEE5381 memberName MEMBER NOT FOUND IN PARMLIB

When this occurs, the IKE daemon component trace is started with a buffer size of

1 MB and the MINIMUM tracing option.

/***7\'********‘k*"k************7\'********‘k*"k******************************/

/*

/* z/0S Communications Server

/* SMP/E Distribution Name: CTIIKEGO
/*

/* PART Name: CTIIKEOQO

*/
*/
*/
*/
*/
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/* */
/* */
/* Copyright: */
/* Licensed Materials - Property of IBM */
/* 5694-A01 */
/* (C) Copyright IBM Corp. 2005 */
/* Status: CSVIR7 */
/* */
/* */
/* DESCRIPTION = This parmlib member causes component trace for */
/* the TCP/IP IKE application to be initialized */
/* with a trace buffer size of 1M */
/% */
/* This parmlib members only Tists those TRACEOPTS */
/* values specific to IKE. For a complete Tist */
/* of TRACEOPTS keywords and their values see */
/* z/0S MVS Initialization and Tuning Reference. */
/* */
/* */
/* */
/*********************************************************************/
TRACEOPTS
/2y */
/* Optionally start external writer in this file (use both */
/* WTRSTART and WTR with same wtr_procedure) */
J* = e e eemeemeeeeee */
/* WTRSTART (wtr_procedure) */
/2y */
/* ON OR OFF: PICK 1 */
2y */
ON

/* OFF */
J* = e e e eemeeeeeeem */
/* BUFSIZE: A VALUE IN RANGE 128K TO 256M */
/* CTRACE buffers reside in IKE daemon Private storage */
/* which is in the regions address space. */
2y */
BUFSIZE(1M)

/* WTR(wtr_procedure) */
/2y */
/* OPTIONS: NAMES OF FUNCTIONS TO BE TRACED, OR "ALL" */
/2y */
/* OPTIONS( */

/* "ALL ! */

/* , 'MINIMUM ' */

/* , 'INIT ! */

/% , 'TERM */

/* , 'EXCEPT */

/* , 'CONFIG */

/* , "WORKUNIT' */

/* , 'SERIAL */

/* , "IKE ' */

/% , '"CRYPTO */

/* , 'OPMSGS */

/* , 'LOGMSGS */

/* , 'MSGQ ' */

[* , 'TIMER ' */

/* , 'SOCKETS ' */

/% , '10CTL */

/* , 'REQUESTS' */

/* , '"FLOW */

/* , 'STORAGE ' */

/% , 'EVENT */

/* , 'POLICY ' */
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/* , 'CONTROL ' */

/% . MISC %/
/% . 'DEBUG «/
/%) %/

Figure 30. SYS1.PARMLIB member CTIIKEOO

Steps for enabling the CTRACE at IKE daemon startup
Enable the CTRACE at IKE daemon startup.

Procedure

Perform the following steps:

1. Edit the CTIKEQOO parmlib member and specify TRACEOPTS ON, the buffer
size you want with the BUFSIZE() parameter and the CTRACE options you
want. To direct the CTRACE to an external writer, also specify the name of the
writer JCL procedure in the WTR() parameter. See the example CTIIKEOO
parmlib member.

2. Start the IKE daemon.

Steps for disabling the CTRACE at IKE daemon startup
Disable the CTRACE at IKE daemon startup.

Procedure

Perform the following steps:

1. To disable the CTRACE at IKE daemon startup, edit the CTIIKEOO parmlib
member and specify TRACEOPTS OFFE.

2. Start the IKE daemon.

Step for enabling the CTRACE after the IKE daemon is started
After the IKE daemon is started, enable the CTRACE to an internal buffer or to an
external writer.

Procedure

Perform the appropriate step:

¢ Issue the following console commands to enable the CTRACE to an internal
buffer:

TRACE CT,ON,COMP=SYSTCPIK,SUB=(iked_jobname)
R xx,0PTIONS=(option[,option2...]),END

¢ Issue the following console commands to enable the CTRACE to an external
writer:

TRACE CT,WTRSTART=writer_proc
TRACE CT,ON,COMP=SYSTCPIK,SUB=(iked_jobname)
R xx,0PTIONS=(option[,option2...]),WTR=writer_proc,END

Step for disabling the CTRACE after the IKE daemon is started
After the IKE daemon is started, disable the CTRACE to an internal buffer or to an
external writer.

Procedure
Perform the appropriate step:
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* Issue the following console commands to disable the CTRACE to an internal
buffer:

TRACE CT,OFF,COMP=SYSTCPIK,SUB=(iked_jobname)

* Issue the following console commands to disable a CTRACE to an external
writer:

TRACE CT,OFF,COMP=SYSTCPIK,SUB=(iked_jobname)
TRACE CT,WTRSTOP=writer_proc

Step for displaying the CTRACE status
Display the CTRACE status at the console.

Procedure
Perform the following step:

To display the CTRACE status, issue the following console command:
D TRACE,COMP=SYSTCPIK,SUB=(iked_jobname)

Enabling CTRACE after IKE daemon initialization

After IKE daemon initialization, you must use the TRACE CT command to change
the component trace options. Each time a new Component Trace is initiated, all
prior trace options are turned OFF and the new options are put into effect. You can
specify the trace options with or without the parmlib member. See
[“TCP/IP services traces and IPCS support,” on page 47

Formatting IKE daemon trace records

You can format component trace records using IPCS panels or a combination of the
IPCS panels and the CTRACE command, either from a dump or from
external-writer files. See [Chapter 5, “TCP/IP services traces and IPCS support,” on|

for details.

Enter any combination of the following values as options to filter the CTRACE
entries. The options must be entered using the following format:

TYPE(option[,option]...)

You can use any of the options listed in [Table 19 on page 352} except ALL and
MINIMUM.

z/0S V2R1.0 Communications Server: IP Diagnosis Guide



Chapter 10. Diagnosing network security services (NSS)

server problems

This topic describes how to diagnose network security services (NSS) server
problems, and contains the following information:

» |[“Overview of diagnosing NSS server problems’|

* [“Network security services server debug information” on page 367|

* |“TCP/IP services component trace for the network security services (NSS)|

server” on page 377

» |“Steps for enabling the CTRACE at network security service (NSS) server|

startup” on page 379)

Overview of diagnosing NSS server problems

The NSS server provides network security services for one or more network
security enforcement points. A component that requests network security services
from the network security services server is called a network security client or NSS
client. Problems with the network security services server may be categorized as

follows:

* Network security services server configuration problems

* Network security services server internal problems

* Network security services server problems interacting with an external
component such as a network security client or the Secure Access Facility (SAF).

The NSS server provides log output using syslogd and internal trace information
using component trace (CTRACE). The log output is sufficient for diagnosing most
network security services server problems and is the first place to look if you
suspect a problem.

Common NSS server initialization problems

Table 20. Common NSS server initialization problems

Problem

Symptom

Cause/response

The NSS load module is not
APF-authorized.

The NSS load module abends. The
following message will be logged to
the console:

IEF450T NSSD STEP1 - ABEND=S000
U4087 REASON=00000000

The NSS load module must be
APF-authorized.

The NSS socket directory does not
exist or else it cannot be created by
the NSS server.

When NSS server syslog level 2 is set
(NSS_SYSLOG_LEVEL_VERBOSE),
debug message DBG0040I is
generated. For example:

DBGOO4